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ABSTRACT

Evolutionary algorithms (EAs) are effective solvers for a variety of discrete black-box op-

timisation problems. However, their performance heavily relies on the proper selection of

algorithmic parameters, such as mutation rate, crossover rate, and selection pressure, which

are often problem- and instance-specific. One promising approach is self-adaptive parameter

control mechanisms, where the parameters are encoded in the individuals and evolved along

with their solutions through variation operators. Although there have been some theoretical

studies demonstrating the efficiency of self-adaptive EAs on certain functions with unknown

structure, the potential benefits of this approach in other scenarios remain unknown. More-

over, there is a great opportunity for creativity in designing elegant self-adaptive EAs.

In this thesis, we first examine the benefits of self-adaptation in noisy optimisation, where

the presence of noise can significantly affect the algorithm performance. We provide a math-

ematical analysis of the runtime of 2-tournament EAs with self-adapting mutation rates

and two other parameter strategies on a theoretical benchmark optimisation problem with

and without symmetric noise. Our results demonstrate that self-adaptation consistently

achieves the lowest runtime compared to using fixed mutation rates. This is confirmed re-

gardless of the presence of noise, through additional experiments with other noise types and

self-adaptation mechanisms. Next, we investigate the performance of self-adaptive EAs on

a natural tracking dynamic optima problem, known as the Dynamic Substring Matching

(DSM) problem. This problem requires the algorithm to track a sequence of structure-

changing optima, and our analysis reveals that mutation-based EAs with a fixed mutation
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rate have small chance of succeeding, while self-adaptive EAs can track the dynamic optima

with high probability. Finally, we propose a novel self-adaptive EA for single-objective opti-

misation, which incorporates multi-objective optimisation principles to jointly optimise the

fitness and mutation rates. We call this algorithm multi-objective self-adaptive EA (MOSA-

EA). Our runtime analysis shows that the MOSA-EA can efficiently escape the local optima

with unknown sparsity, where fixed mutation rate EAs may become trapped. In an empirical

study on complex combinatorial problems, the MOSA-EA outperforms twelve other algo-

rithms on NK-Landscape and Max-k-Sat problem instances. Overall, this thesis suggests

that the self-adaptation has great potential for controlling parameters in EAs, especially in

challenging optimisation scenarios, such as uncertain optimisation.
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Chapter 1. Introduction

1.1 General Introduction

Optimisation is a fundamental task in computer science and operations research. In general,

an optimisation problem can be expressed in terms of a relation P ⊆ I × S, where I

represents the set of problem instances, and S denotes the set of problem solutions. For

any instance z ∈ I, a feasible solution x ∈ S must satisfy (z, x) ∈ P . Given a problem

instance z ∈ I, an optimisation problem is the problem of finding the “best” solution x∗ ∈ S

based on a specific measure among all feasible solutions y ∈ S (Ausiello et al., 1999). This

measure of the “quality” of the solution is typically referred to as the objective function

fz : Sz → R, where the set Sz := {y | y ∈ S ∧ (z, y) ∈ P}, known as the search space,

consists of all feasible solutions, referred to as search points. The solution x∗ of the problem

instance z, called the optimal solution∗, is the one where fz(x∗) ≥ fz(x) for all x ∈ Sz.

We have constrained optimisation if there exists infeasible solutions. For certain problem

instances, identifying feasible solutions may be difficult. This thesis considers unconstrained

optimisation. Typically, the search space of an optimisation problem is comprised of a

sequence of variables, also referred to as dimensions, with each having its own domain. The

size of the problem instance is directly related to the number of these variables. If these

variables are continuous (continuous search space), the optimisation problem is classified

as a continuous optimisation problem; if discrete (discrete search space), it is considered a

discrete or combinatorial optimisation problem (Papadimitriou and Steiglitz, 1998). Both

types of optimisation problems are essential in various fields, such as science (Pintér, 2006),

engineering (Gen and Cheng, 1999), and economics (Intriligator, 2002).

For numerous optimisation problems, finding an optimal solution efficiently can be chal-

lenging, as they are often NP-hard (Fogel, 2000). For example, the optimisation version of

the traveling salesman problem (TSP) is a well-known NP-hard problem, which aims to find

∗In this thesis, we assume that the objective is to maximise the objective function.
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the path with smallest weight among all paths that visits each city exactly once and returns

to the origin, of a weighted graph. To narrow down the research scope, the thesis focus

on optimising pseudo-Boolean functions where search spaces are binary {0, 1}n (Boros and

Hammer, 2002), as formally described in Section 2.2. The choice of pseudo-Boolean func-

tions in this thesis is motivated by their role as objective functions in many combinatorial

optimisation problems, coupled with the extensive research available on their optimisation.

Another reason is that there are almost no previous analysis of self-adaptation, it makes sense

to initiate the analysis in the best-studied search domain within the theory of evolutionary

algorithms, which is pseudo-Boolean optimisation.

Uncertainty can further complicate the optimisation task, as it refers to the presence of

unknown factors that influence objective functions, leading to variations in the mapping

from a search point to the objective value during optimisation. There are various types of

uncertainties in the context of optimisation, such as noise and dynamic optimisation (Jin

and Branke, 2005). In the case of noise, the objective values of a search point are random

variables, while in the case of dynamic optimisation, the objective function changes over

time. For instance, in the TSP, noise could preclude obtaining the precise total weight of

a path, while dynamics could cause the weights of edges to change as a function of time.

Uncertainty models are introduced and discussed in Sections 2.2.5 and 2.3.3, respectively.

Furthermore, objective functions may contain local optima which can pose challenges for

algorithms. A given local optimum, denoted by x̄, is considered “better” than other “nearby”

search points, such that f(x̄) ≥ f(x) for all x ∈ Nk(x̄), where Nk(x̄) represents the set of

“neighbouring” search point x. Despite this, x̄ could still be “worse” than the optimal solution

x∗, as f(x̄) < f(x∗). It is important to note that the definition of “neighbours” of a search

point may vary among problem instances and algorithms. Further details can be found in

Section 2.3.4. The term landscape is used to characterise the solutions and their respective

fitness values of an objective function (Jones, 1995). When multiple local optima are present,
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the objective function is deemed a multi-modal landscape. Specifically, when there is only

one local optimum, it is referred to as a bi-modal objective function. The challenge in many

optimisation problems is that the objective function has many local optima, but the goal is

to find the global optimum x∗, the best overall solution, not just the best nearby solution.

Many optimisation problems are captured by the black-box scenario, where the internal

structure or specific details of the problem instance are not known to the algorithm, and

only the input-output relationship can be evaluated (Droste et al., 2006). The black-box

optimisation problem is formally described as follows. Let S be a finite set (search space)

and xt be the search point in S at the t-th evaluation, where t ∈ N. Let F be a class of

functions F ⊆ {f : S → R}. The objective of black-box optimisation algorithms, such as EAs,

is to identify the optimal solution x∗ ∈ S for the objective function f , such that for all search

points x ∈ S, f (x∗) ≥ f(x). They use the information (x1, f(x1)), . . . , (xt, f(xt)) observed

at each time t ∈ N, where the search point xt they queried is based on observations from the

t − 1 previous search points. Note that f belongs to a class of functions F . The algorithm

has no prior knowledge of the objective function f of the problem instance, but can make

use of the knowledge of the problem class F and obtain information about it by evaluating

search points (retrieving objective values of search points) within the search space (Droste

et al., 2006). Additionally, we introduce a related concept in black-box scenario, termed as

black-box complexity (Droste et al., 2006). This measure signifies the difficulty of solving

a black-box optimisation problem using black-box optimisation algorithms. The black-box

complexity is the minimum worst-case of the number of queries required to identify the

optimum of any black-box algorithm on class F .

Evolutionary algorithms (EAs) are a type of randomised heuristic algorithms that are

widely used in black-box optimisation aiming to identify good solutions, although not nec-

essarily optimal ones. They are inspired by Darwinian evolution (Darwin, 1859), which

involves selection and variation. The concept of selection posits that individuals who are
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better adapted to the environment within a population have a higher chance of producing

offspring. New traits appear in populations through random variations in the genomes of

individuals, such as mutation and recombination, ultimately contributing to the creation of

fitter individuals and driving the evolution of the population. EAs simulate natural evolu-

tion with these two key processes. EAs maintain a population of individuals. The number

of individuals in a population is referred to as the population size. Each individual specifies

the genome, i.e., the genotype of the individual, and represents a search point of the problem

instance z, i.e., the phenotype of the individual. Typically, EAs possess a mapping from

the genotype to the phenotype of an individual, denoted as ϕ : Qz → Sz, where Qz is a set

containing all possible genotypes for the problem instance z, and Sz is the search space of the

problem instance z. The fitness value of an individual is determined by the objective value of

the search point represented by the individual x, i.e., f(ϕ(x)). Random variation acts on the

genotype of the individual. In one generation, the term parent denotes the chosen individual,

while offspring refers to the varied individual derived from the parent. The sets of parents

and offsprings are referred to as the parent population and offspring population, respectively.

In order to optimise an objective function, often referred to as the fitness function, EAs

execute the following steps (Bäck et al., 1997):

1. Initialisation: Create a initial population (parent population).

2. Variation: Produce an offspring population by introducing variations in individuals

from the parent population.

3. Selection: Choose individuals from the parent and offspring populations to establish

a new parent population. This selection is based on fitness values of individuals in

populations and utilises various selection mechanisms.

4. Repeat steps 2-3 until the optimal solution is found or the stopping criterion is met.
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A generation of EAs refers to one repetition of steps 2-3. The field that investigates EAs

and other bio-inspired randomised heuristic algorithms is known as evolutionary computa-

tion (EC). The history of EC dates back to the 1950s, marked by numerous independent

contributions (Fogel, 1998). For a comprehensive review of the early work in this field, we

recommend the survey by Fogel (1998). In the field of EC, there are numerous algorithms.

Some EAs include: evolution strategies (ESs), developed by Rechenberg (1978) and Schwefel

(1981); genetic algorithms (GAs), introduced by Holland (1975) and further studied by De

Jong (1975); genetic programmings (GPs) as presented by Koza (1989). More details about

EAs can be found in Section 2.2.1.

In contrast to many other optimisation methods, EAs typically only assume black-box

access, while mathematical optimisation methods often require a closed-form description of

the objective function, such as in linear programming (Vanderbei, 2020) or mixed-integer

programming (Achterberg and Wunderling, 2013). Furthermore, many optimisation meth-

ods are designed for specific problems, e.g., interior point methods for convex optimisation

(Renegar, 2001). Gradient descent represents a popular class of optimisation algorithms in

machine learning, can be effective when the objective function is smooth and possesses a

well-defined gradient. Nevertheless, it is inapplicable when no gradient is available, as in

discrete search spaces (Ruder, 2017). In contrast, EAs do not require a gradient, they are

so-called gradient-free methods.

When evaluating the performance of an EA, we want to understand the amount of com-

putational resources. Specifically, following the standard approach in computer science, we

want to understand the relationship between the problem size and the time to find desired

solutions (usually an optimal solution) to a given problem instance by the algorithm. In

general, runtime is the number of primitive operations performed before the algorithm ter-

minates. In term of EAs, the computational resources needed on fitness function evaluations

is often much greater than that on the rest of operations of the algorithm in each generation
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(Jansen, 2013). As such, the runtime of an EA on a problem instance is usually defined in

terms of the number of objective function evaluations required to find the optimal solution

for the first time. A formal definition of runtime can be found in Section 2.2.3.
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optimisation process

Figure 1.1: Classification of parameter setting method in EAs (Eiben et al., 1999)

The performance of EAs is significantly dependent on algorithm parameter settings which

can determine the behaviour of an algorithm, such as parameters controlling the strength

of mutation, the probability of recombination, and the population size (Lobo et al., 2007).

Section 2.2.1 presents some classical EAs and their parameters. Proper parameter settings

can lead to reduced runtime of the EA on the objective function. These settings are often

instance-specific (Lobo et al., 2007), meaning the proper parameter setting for one prob-

lem instance may differ considerably from the settings needed for another problem instance.

Given our interest in reducing the runtime of an algorithm across various problem instances,

it is crucial to configure the parameters appropriately. To configure parameters appropri-

ately, a large number of parameter setting techniques have been developed. A popular

taxonomy proposed by Eiben et al. (1999) (see Figure 1.1) categorises these techniques into

two main classes, parameter tuning and parameter control, depending on whether parame-

ters are static, i.e., the parameter setting do not change during runtime. A common method

for parameter tuning involves conducting initial tests on a set of benchmark problems, and

selecting the most promising static parameter setting based on a statistical analysis of the

test outcomes. Dynamically adapting parameters during the optimisation process is called
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parameter control. There are different mechanisms for parameter control, including deter-

ministic, adaptive, and self-adaptive mechanisms (Eiben et al., 1999). One promising ap-

proach to configuring parameters is self-adaptive parameter control mechanism (Bäck, 1992;

Schwefel, 1981), where both the solution and the parameters are encoded within genomes

of individuals and evolve together through variation operators, so that the genotype of each

individual not only determines a search point (phenotype) but also its own parameters. The

hypothesis is that an individual with an appropriate parameter setting has greater poten-

tial to improve its fitness value, thus creating an indirect selective bias towards individuals

with better parameter settings. We refer to an EA using the self-adaptive parameter control

mechanism as a self-adaptive EA, with its example implementation shown in Section 2.2.2.

Detailed background information about parameter settings and self-adaptive parameter con-

trol can be found in Sections 2.3.1 and 2.3.2. Although numerous theoretical and empirical

studies exist on self-adaptive parameter control mechanisms, the benefits of these mecha-

nisms in EAs remain uncertain in various optimisation scenarios, including those involving

noisy and dynamic functions, as well as multi-modal functions.

1.2 Research Questions

This thesis aims to understand self-adaptive parameter control mechanisms in EAs through

theoretical analysis and subsequently improve self-adaptive EAs. This thesis addresses four

research questions related to self-adaptive parameter control mechanisms in EC. These ques-

tions will be investigated through rigorous mathematical proofs and supplemental experi-

mental analyses.

Research Question 1: Is it possible for self-adaptive parameter control mechanisms to

determine the “good” parameter setting relative to noise?
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In the subsequent discussion detailed in Section 2.3.3.1, the robustness of static EAs relies

on “right” parameter settings that are associated with the presence and intensity of noise.

In a black-box scenario, both the type of noise and the level of noise remain unidentified

for the algorithms. Consequently, the primary research question emerges: Can self-adaptive

EAs determine the “right” parameter settings, thereby facilitating rapid optimisation under

noise?

Research Question 2: Can self-adaptive parameter control mechanisms adapt parameter

settings in dynamic optimisations?

In dynamic optimisation scenarios, the “good” parameter settings may vary over time, po-

tentially leading to unsuccessful optimisations for static EAs. For additional information

about dynamic optimisation, please refer to Section 2.3.3.2. Self-adaptation controls param-

eters during the optimisation process. Thus, the subsequent research question arises: Can

self-adaptive parameter control mechanisms facilitate the adaptation of parameter settings

while optimising dynamic functions?

Research Question 3: Can self-adaptive parameter control mechanisms assist in escaping

from local optima?

Referencing our discussion in Section 2.3.4, there is evidence suggesting that “right” pa-

rameter settings are crucial for escaping from local optima in optimisation. Thus, the third

research question is posed: Can self-adaptive parameter control mechanisms facilitate escape

from local optima?

Research Question 4: Are self-adaptive EAs efficient in addressing complex combinatorial

optimisation problems?

Referring to Section 2.3.2, although a few empirical studies suggest that self-adaptive EAs

can effectively solve complex combinatorial optimisation problems, a comprehensive em-
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pirical study is still lacking. It would be intriguing to understand potential benefits of

self-adaptation in more complicated optimisation problems, rather than solely on theoretical

benchmarking functions. Therefore, the final research question arises: Can EAs with self-

adaptive parameter control mechanisms significantly enhance the optimisation of complex

combinatorial problems?

1.3 Contributions and Outline

This thesis contributes to the understanding of self-adaptive parameter control mechanisms

in EAs primarily through rigorous mathematical proofs, complemented by experiments.

Firstly, we delve into the significance of appropriate parameter settings for non-elitist EAs

under the influence of uncertainty, which provides a compelling motivation for using self-

adaptation to configure suitable parameter settings. Secondly, we undertake theoretical

and empirical analyses of self-adaptive EA in noisy environments. Thirdly, we explore the

potential of self-adaptation in dynamic optimisation, providing theoretical evidence of its

capability to enhance the performance of EAs. Fourthly, we propose a novel self-adaptive

EA from a multi-objective optimisation perspective, called the multi-objective self-adaptive

EA (MOSA-EA) and prove that it efficiently escapes a local optimum on a bi-model function.

Finally, we conduct an extensive empirical analysis of the MOSA-EA, showcasing its superior

performance in complex combinatorial optimisation problems. As an ancillary discovery, we

propose a variant of the level-based theorem, providing a lower bound for the probability

of finding the current optimum by algorithm within a specified evaluation budget. Each

chapter is the result of collaborative work with Lehre, and the associated publication for

every chapter is mentioned at the beginning of the respective chapter. We now provide an

overview of all the subsequent chapters.
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In Chapter 2, we provide the necessary background for the studies conducted in this

thesis. We introduce essential notations, algorithms, analysis tools, benchmark functions,

and uncertainty models. Additionally, we present related work pertaining to the theme of this

thesis, encompassing parameter settings in EAs, self-adaptive parameter control mechanisms,

and pertinent results of EAs optimising under uncertainty and on multi-modal functions.

In Chapter 3, we analyse the runtime of non-elitist EAs using fixed parameter settings on

two classical benchmark functions, OneMax and LeadingOnes, under one-bit, bitwise,

Gaussian, and symmetric noise models, as well as a dynamic optimisation problem DBV

(see Sections 2.2.1, 2.2.4, and 2.2.5 for definitions of algorithms, benchmarking functions,

noise models, and the dynamic optimisation problem, respectively). Our analyses are more

comprehensive and precise compared to the previous study on non-elitist EAs by Dang and

Lehre (2015). We demonstrate that, in several scenarios, the non-elitist EAs outperform the

current state-of-the-art results. Furthermore, we provide more precise guidance on how to

choose the mutation rate, the selective pressure, and the population size as a function of

the level of uncertainty. One of the significant conclusions derived from this chapter is that

appropriate parameter settings for non-elitist EAs under the influence of noise should be

adjusted in relation to the level of noise. Nonetheless, in real-world optimisation problems,

for instance, in a black-box scenario, the noise level is typically unknown. This provides a

compelling motivation for the application of a self-adaptive parameter control mechanism.

The main contribution of Chapter 4 is the first theoretical analysis of the self-adaptive EA

in a noisy environment. The rigorous runtime analysis on the LeadingOnes problem shows

that the 2-tournament EA with self-adapting from high/low mutation rates can guarantee the

lowest runtime among the fixed high/low mutation rates and the uniformly chosen mutation

rate from high/low rates, regardless of the presence of symmetric noise. In addition, we

extend to more types of noise, one-bit and bit-wise noise, and a self-adaptation mechanism

that adapts the mutation rate from a given interval (0, 1/2] in the empirical study. The
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experimental results show that self-adaptive EAs can adapt to noise levels and outperform

EAs with fixed mutation rates. In conclusion, we provide both theoretical and empirical

evidence that self-adaptation can enhance the noise-tolerance of EAs, addressing Research

Question 1.

In Chapter 5, we explore whether self-adaptation can be beneficial in dynamic optimisa-

tion. We specifically examine a tracking dynamic optima problem with changing structure

that require adjustable parameter settings. The structure refers to the number of relevant

bits (discussed in Section 2.3.2). This problem requires algorithms to successively find and

hold the solutions that match a sequence of bit-flipping and length-varying target bitstrings

(structure-changing optima) within specified evaluation budgets. We show that EAs with

any fixed mutation rate get lost with constant probability somewhere during tracking this

dynamic optimisation problem, resulting in an exponentially small probability of achieving

the final optimum. Therefore, the variable mutation rates may be necessary to reliably track

the moving optimum. The main contribution is the first rigorous study of self-adaptive

parameter control mechanisms on dynamic optimisation. We demonstrate that the (µ, λ)

self-adaptive EA proposed by Case and Lehre (2020) (described in Section 2.2.2) can track

every optimum in this dynamic optimisation problem and reach the final optimum with an

overwhelmingly high probability. Another significant contribution of this chapter is the in-

troduction of a level-based theorem with tail bounds. Level-based theorems serve as some of

the most important theoretical tools for deriving the runtime of non-elitist population-based

EAs (Corus et al., 2018; Dang et al., 2021b; B. Doerr and Kötzing, 2021), as introduced

in Section 2.2.3.1. However, existing level-based theorems merely provide the expected run-

time. To evaluate the proficiency of a self-adaptive EA in tracking dynamic optima, it is

essential to determine a lower bound for the probability of achieving the current optimum

within a specified evaluation budget. To fulfil these requirements, we develop a new variant

of the level-based theorem. The primary conclusion drawn from this chapter is that self-
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adaptation of mutation rates can enhance the performance of EAs in dynamic optimisation,

thereby answering Research Question 2.

In Chapter 6, we propose a novel self-adaptive EAs for single-objective optimisation, the

MOSA-EA. This algorithm approaches parameter control from a multi-objective optimisa-

tion perspective, simultaneously maximising both fitness and mutation rates. Due to the

nature of this approach, individuals in “dense” fitness valleys can survive high mutation

rates, while individuals on “sparse” local optima can only survive with lower mutation rates,

thereby allowing them to co-exist on a non-dominated Pareto front. The concepts of “spar-

sity” and “density” are further elaborated in Section 2.3.4. Runtime analyses demonstrate

that the MOSA-EA efficiently escapes a local optimum of unknown sparsity on a bi-modal

function, unlike certain fixed mutation rate EAs, which can become entrapped. The most

significant contribution of this chapter is the proposal of a new method for self-adapting

parameter settings in EAs. This method has been proven to efficiently escape a particular

type of local optima, thereby addressing Research Question 3.

In Chapter 7, we extend our study of the MOSA-EA through a comprehensive empirical

analysis. Our findings reveal that the MOSA-EA delivers performance comparable to that on

unimodal functions, and significantly surpasses eleven randomised search heuristics on a bi-

modal function with “sparse” local optima. Regarding complex combinatorial optimisation

problems, the MOSA-EA increasingly outperforms other algorithms on more challenging

instances of NK-Landscape and Max-k-Sat optimisation problems. Most notably, the

MOSA-EA outperforms a problem-specific MaxSat solver on several difficult Max-k-Sat

instances. These results suggest that self-adaptation through multi-objectivisation can be

effectively utilised to control parameters in non-elitist EAs. The significance lies in the fact

that self-adaptive EAs demonstrate strong performance not only on theoretical benchmarking

functions but also on complex combinatorial optimisation problems. They show promise in

solving real-world problems, thereby addressing Research Question 4.
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In Chapter 8, we conclude this thesis by highlighting the most significant findings from

our results and providing an overview of the open questions in the field of self-adaptation.

1.4 Publications

During the PhD study, the author of this dissertation has published his research through

various publications, as enumerated in Table 1.1. Note that, in adherence to the convention

within the field of theoretical computer science, the authorship in publications 1-4 and 6-8

is listed in alphabetical order.
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Table 1.1: Publications during the PhD study

# Title Authors Jour./Conf. Status

1. More Precise Runtime Analyses of Non-elitist EAs

in Uncertain Environments.

Lehre, Qin GECCO 2021 Published

2. More Precise Runtime Analyses of Non-elitist Evo-

lutionary Algorithms in Uncertain Environments.

Lehre, Qin Algorithmica Published

3. Self-adaptation via Multi-objectivisation: A Theo-

retical Study

Lehre, Qin GECCO 2022 Published

4. Fast Non-elitist Evolutionary Algorithms with

Power-law Ranking Selection.

Dang, Eremeev,

Lehre, Qin

GECCO 2022 Published

5. Self-adaptation via Multi-objectivisation: An Em-

pirical Study.

Qin, Lehre PPSN 2022 Published

6. Fast Non-elitist Evolutionary Algorithms with

Power-law Ranking Selection

Dang, Eremeev,

Lehre, Qin

Algorithmica Submitted

7. Self-adaptation Can Improve the Noise-tolerance of

Evolutionary Algorithms.

Lehre, Qin FOGA 2023 Published

8. Self-adaptation Can Help Evolutionary Algorithms

Track Dynamic Optima.

Lehre, Qin GECCO 2023 Published

9. Optimizing Chance-Constrained Submodular Prob-

lems with Variable Uncertainties.

Yan, Do, Shi,

Qin, Neumann

ECAI 2023 Published

15



16



Chapter Two

Background

17



Chapter 2. Background

2.1 Introduction

This chapter provides an overview of the thesis background, focusing on preliminaries and

relevant studies related to self-adaptive parameter control mechanisms. The chapter is struc-

tured as follows: Section 2.2 introduces notations, algorithms (Section 2.2.1), runtime anal-

ysis (Section 2.2.3), uncertainty models (Section 2.2.5), and benchmarking functions (Sec-

tion 2.2.4). Section 2.2 primarily focuses on definitions of notations and algorithms, with

further discussion appearing in Section 2.3, which presents related work. This section covers

parameter settings (Section 2.3.1), self-adaptation in EAs (Section 2.3.2), and EAs in uncer-

tain environments and on multi-modal landscapes (Sections 2.3.3 and 2.3.4, respectively).

2.2 Preliminaries

This section introduces the algorithms, runtime analyses, uncertainty models, and bench-

marking functions studied in this thesis. Note that the proposed algorithms, analysis tools,

models, and functions will not be covered in this section. For clarity and convenience, we

first introduce some notations in this thesis. We use N := {1, 2, . . .} to denote positive inte-

gers, N0 := N∪{0} to denote non-negative integers, and define the following sets of integers:

[n] := {i ∈ N | i ≤ n} for n ∈ N, [0..n] := [n] ∪ {0} for n ∈ N, and [a..b] := [b] \ [a − 1]

where a, b ∈ N and a ≤ b − 1. This thesis focuses on the optimisation of pseudo-Boolean

functions f : {0, 1}n → R where n ∈ N is called the problem instance size. The search space

of pseudo-Boolean functions is binary, i.e., {0, 1}n. We call elements of {0, 1}n bitstrings of

length n with bit values x = (x1, . . . , xn). We use 1n and 0n to denote all 1-bit and all 0-bit

bitstrings of length n, respectively. We use x1:m to denote the substring x1:m = (x1, . . . , xm)

for any m ∈ [n]. Table 2.1 presents a summary of notations used in this thesis.
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Table 2.1: Notation used in this thesis.

Notation Definition

Pr(·) Probability

Pr(· | ·) Conditional probability

E[·] Expectation

Unif(A) Uniform distribution over a set A

N (µ, σ2) Normal distribution with mean µ and variance σ2, where µ, σ ∈ R

Bin(n, p) Binomial distribution with n trials and success probability p, where n ∈ N

and p ∈ [0, 1]

ln(·) Natural logarithm

log(·) Logarithm with base 2

|x| Length of a bitstring x ∈ {0, 1}n for n ∈ N

|A| Cardinality of a set A

· ⋄ · Bit-string concatenation

In the analysis of optimisation algorithms, it is often necessary to use metrics that quan-

tify the neighbourhood relationship between two search points within a search space. For

example, we may need to measure how “close” the current solution is to some optimum.

In binary search spaces, the Hamming distance is a widely accepted method for evaluat-

ing the distance between two bitstrings. This concept is also fundamental in constructing

benchmarking functions and is defined as follows.

Definition 2.2.1. Given two bitstrings x, y ∈ {0, 1}n with bit values x = (x1, . . . , xn) and

y = (y1, . . . , yn) for any n ∈ N, then the Hamming distance between x and y is

H(x, y) :=
n∑
i=1

|xi − yi|. (2.1)

We also define the Hamming shell for a bitstring, which includes all bitstrings with a
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specified Hamming distance.

Definition 2.2.2. Given a bitstring x ∈ {0, 1}n and k ∈ [n] for any n ∈ N, then the

k-Hamming shell of x are

Nk(x) := {y | H(x, y) = k}, (2.2)

in particular, for the special case k = 1, we use the notation

N(x) :=: N1(x) := {y | H(x, y) = 1}. (2.3)

Chapter 5 examines the dynamic substring matching problem to evaluate whether there

are benefits of self-adaptive parameter control mechanisms. In this context, the algorithms

must identify solutions where the bit value of each bit position aligns with the corresponding

bit value of a changing target substring. To formalise this, we define the match function

between two bitstrings as follows.

Definition 2.2.3. Given two bitstrings x ∈ {0, 1}n and y ∈ {0, 1}ℓ where ℓ ∈ [n] for any

n ∈ N, define the matching function

M(x, y) :=


1 if H(x1:|y|, y) = 0,

0 otherwise.
(2.4)

Additionally, a bitstring x is said to match a substring y if M(x, y) = 1.

2.2.1 Evolutionary Algorithms (EAs)

EAs are inspired by Darwinian evolutionary theory and have been applied to a wide range of

optimisation problems across various fields, including engineering, economics, planning, and

computer science (Chen, 2002; Fleming and Purshouse, 2002; Harman et al., 2012; Slowik

and Kwasnicka, 2020; Tong et al., 2022). As mentioned in Section 1.1, EAs maintain a
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population of individuals. These individuals are subject to random variations and selection

based on a fitness function, which is used to evaluate the quality of each individual, and it

guides the selection mechanism which selects the individuals that will be reproduced to form

a new generation of individuals.

Variation is one of two primary processes of EAs, which typically comprises mutation and

recombination. Mutation involves modifying some portion of the genotype of an individual

to generate a new individual. In contrast, recombination, such as crossover, involves merging

genotypes of two or more individuals to generate a new individual. Using EAs to optimise

pseudo-Boolean functions, genotypes and phenotypes of individuals are typically identical,

represented as bitstrings. The mutation operator for bitstring is commonly described as a

random mapping from bitstrings to bitstrings M : {0, 1}n → Ω→ {0, 1}n, where Ω represents

the underlying sample space. For convenience, we use M(x) to denote the bitstring obtained

from mutating bitstring x, i.e., a random variable. The bit-wise mutation operator is one

of the most widely used mutation operators. It independently flips each bit of a bistring x

with probability χ/n, where χ/n ∈ (0, 1/2]. We refer to the probability χ/n as the mutation

rate and χ as the mutation parameter. We call EAs which use a recombination operator

genetic algorithms (GAs). We direct readers to (Bäck et al., 1997) for a comprehensive

exploration of recombination operators. One of the goals of this thesis is to investigate the

behaviour and performance of self-adaptation. As a starting point for theoretical study,

this thesis focuses on simple EAs that utilise only the mutation operator and self-adapting

mutation rate mechanisms. By studying EAs that rely solely on mutation, we can gain

valuable insights into the essential role of self-adaptation in the evolutionary process and

its impact on the optimisation. We leave the study of self-adaptation involving crossover to

future work.

Selection is the second essential process in EAs. The main purpose of selection mechanisms

is to identify the better solutions in a population, which refers to both individuals with high
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fitness values and those with high potential to achieve high fitness values (individuals with

lower fitness values that are, nonetheless, a short Hamming distance from those with high fit-

ness values). There are various selection mechanisms that can be categorised as either elitist

or non-elitist, also known as preservative and extinctive, respectively (Bäck, 1992; Bäck and

Hoffmeister, 1991; Baker, 1989). Elitist selection mechanisms always preserve the best indi-

viduals from the current population for the next generation. In contrast, non-elitist selection

mechanisms do not always copy one or more of the fittest individual from a generation to

the next generation. There exist several comparative theoretical studies between elitism and

non-elitism in EAs (Dang et al., 2021a,b; B. Doerr, 2022; Jagerskupper and Storch, 2007).

Although it may appear counterintuitive to discard the fittest individuals during optimisa-

tion, recent studies have shown that non-elitism can be advantageous in facilitating escape

from local optima (Dang et al., 2021a,b; Dang and Lehre, 2016b). However, careful tuning

of parameters, such as the mutation rate, is crucial (Lehre, 2010). Further discussion about

parameter settings of non-elitist EAs is provided in the rest of this section.

Algorithm 1 (1+1) EA
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Mutation rate χ/n ∈ (0, 1/2].

Require: Initial individual x0 ∈ {0, 1}n.

1: for τ = 0, 1, 2, . . . until termination condition met do

2: Create x′ by independently flipping each bit of xt with probability χ/n.

3: if f(x′) ≥ f(xτ ) then

4: Set xτ+1 ← x′.

5: else

6: Set xτ+1 ← xτ .

As demonstrated in the preceding framework in Section 1.1, EAs are typically population-

based. Due to the difficulty of analysing stochastic processes involving multiple individuals,
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the simplest variant of EAs, which contains only one individual, can serve as a starting point

for theoretical analysis (Droste, 2002). The (1+1) EA shown in Algorithm 1 is one of the

most extensively studied elitist algorithms in the theory of EC. It is designed to optimise

pseudo-Boolean functions. This single-individual algorithm begins with the initialisation of

an individual x0 usually sampled uniformly at random from the search space {0, 1}n. In

each generation τ ∈ N0, an offspring x′ is produced by bit-wise mutation of the parent xτ . If

the fitness value of the offspring x′ is equal to or greater than that of the parent xτ , then x′

becomes the new parent xτ+1 in the next generation; otherwise, set the new parent xτ+1 to

xτ . This simple algorithm has only one parameter, the mutation rate, which has a significant

impact on the performance of the algorithm (B. Doerr and C. Doerr, 2020; B. Doerr et al.,

2013; Witt, 2013).

Algorithm 2 (µ+ λ) EA
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population sizes λ, µ ∈ N.

Require: Mutation rate χ/n ∈ (0, 1/2].

Require: Initial population P0 ∈ ({0, 1}n)µ.

1: for τ = 0, 1, 2, . . . until termination condition met do

2: for i = 1, . . . , λ do

3: Set z ← Pτ (k) where k ∼ Unif([µ]).

4: Set P (i)← y,

where y is created by independently flipping each bit of z with probability χ/n.

5: Set P ′ ← Pt ∪ P .

6: Sort P ′ such that f(P ′(1)) ≥ . . . ≥ f(P ′(λ+ µ)).

7: Set Pτ+1 ← (P ′(1), . . . , P ′(µ)).

We can further extend the (1+1) EA to a general version of elitist EAs, such as the

(µ+ λ) EA presented in Algorithm 2, which involves multiple individuals, i.e., a population.
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We use P to denote a population and P (i) to denote the i-th individual from population

P ∈ ({0, 1}n)λ, where i ∈ [λ]. The (µ+ λ) EA involves a parent population Pτ ∈ ({0, 1}n)µ

of size µ ∈ N, and an offspring population P ∈ ({0, 1}n)λ of size λ ∈ N. Similar to the

(1+1) EA, each individual of the initial parent population P0 is usually sampled uniformly

at random from the search space {0, 1}n. In each generation τ ∈ N0, each individual of

the offspring population P is produced by selecting a parent uniformly at random with

replacement from the parent population Pτ and applying bit-wise mutation. After fitness

evaluations, the µ best individuals of the parent and the offspring populations Pτ ∪ P form

the next parent population Pτ+1. Some variations of this algorithm include the (µ+1) EA

and the (1+λ) EA, where the offspring population size is specified as µ = 1 and the parent

population size is specified as λ = 1, respectively. The elitist EAs are used as baseline or

comparative algorithms in this thesis.

Algorithm 3 Non-elitist EA (Lehre, 2011)
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Selection mechanism Psel : ({0, 1}n)λ → Ω → [λ], where Ω is the underlying

sample space.

Require: Mutation rate χ/n ∈ (0, 1/2].

Require: Initial population P0 ∈ ({0, 1}n)λ.

1: for τ = 0, 1, 2, ... until termination condition met do

2: for i = 1 to λ do

3: Sample Iτ (i) ∼ Psel(Pτ ); set z := Pτ (Iτ (i)).

4: Set Pτ+1(i)← y,

where y is created by independently flipping each bit of z with probability χ/n.

Non-elitist EAs differ from elitist EAs in that they replace the entire current parent pop-

ulation with the offspring population, rather than keeping the best individuals. Algorithm 3
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presents a framework for non-elitist EAs. In each generation τ ∈ N0, to create an individual

y for the next population Pτ+1, the algorithm first produces an individual z via a random

mapping from the current population Pτ to a index Psel : ({0, 1}n)λ → Ω → [λ], where Ω

is the underlying sample space. The algorithm then applies a bit-wise mutation operator.

Analogously to the mutation operator, we omit the sample space parameter, and let Psel(P )

refer to the random variable which is the index of selected individual from the population

P . Each individual in the next population Pτ+1 is created independently. The notation

Iτ (i) represents the index of the i-th selected individual in the τ -th generation. There are

numerous selection mechanisms available in the literature, and interested readers may refer

to (D. E. Goldberg and Deb, 1991) for further exploration.

Algorithm 4 k-tournament selection mechanism
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Tournament size k ∈ [λ].

Require: Population P ∈ ({0, 1}n)λ.

1: for j = 1 to k do

2: Set Ij ∽ Unif([λ]).

3: Set i← argmaxℓ∈{I1...Ik} f (P (ℓ)).

4: return i.

In Chapter 3, we analyse the performance of non-elitist EAs to demonstrate the impor-

tance of parameter tuning under uncertainty. This analysis involves two commonly used

selection mechanisms: k-tournament selection and (µ, λ) selection. Algorithm 4 presents the

k-tournament selection mechanism, which selects the fittest individual from k uniformly at

random with replacement chosen individuals P (I1), P (I2), . . . , P (Ik) from the population P ,

with tournament size k ∈ [λ] and population size λ ∈ N. For the convenience of later anal-

ysis, we illustrate the special case of k-tournament selection, called 2-tournament selection
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Algorithm 5 2-tournament selection mechanism
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Population P ∈ ({0, 1}n)µ.

1: Set x1 ← P (I1) where I1 ∽ Unif([λ])

2: Set x2 ← P (I2) where I2 ∽ Unif([λ])

3: if f(x1) ≥ f(x2) then

4: Set i← I1.

5: else

6: Set i← I2.

7: return i.

or binary tournament selection. In this case, only two individuals enter the tournament for

each selection, as shown in Algorithm 4. Algorithm 6 defines the (µ, λ) selection mechanism,

which uniformly at random selects an individual from the µ individuals with the highest

fitness. It is worth noting that in practice, we usually sort population P once in each gen-

eration for convenience. For clarity, we refer to the 2-tournament EA as Algorithm 3 using

Algorithm 5 as the selection mechanism, and the (µ, λ) EA as Algorithm 3 using Algorithm 6

as the selection mechanism.

Algorithm 6 (µ, λ) selection mechanism
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Selection parameter µ ∈ N, where λ ≥ µ ≥ 1.

Require: Population P ∈ ({0, 1}n)λ.

1: Sort P such that f(P (1)) ≥ . . . ≥ f(P (λ)).

2: i ∽ Unif([µ]).

3: return i.
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2.2.2 Self-adaptive EAs

Parameter settings play a crucial role in EAs (B. Doerr et al., 2013; Lehre and Yao, 2012;

Lobo et al., 2007). Parameter control aims to dynamically configure algorithm parameters

during optimising. This will be discussed in detail in Section 2.3.1. We say an EA is static

when it uses a fixed parameter setting, meaning the parameter setting remains constant

throughout the entire optimisation process. In contrast, we say an EA is dynamic when

the parameter setting adapts during the process. All the EAs mentioned in Section 2.2.1

are classified as static. Self-adaptation is a promising parameter control mechanism where

genotypes of individuals contain not only the solution but also the parameters, and the

population evolves via variation operators and selection. As a result, each individual in a

self-adaptive population possesses not only its represented solution but also its parameters.

This thesis focuses on the theoretical analysis of self-adaptation, and this section introduces

several previously studied algorithms. To the best of our knowledge, there are only three

papers in the theory of EC that focus on self-adaptive mechanisms, and they all solely

concentrate on self-adapting mutation rates (Case and Lehre, 2020; Dang and Lehre, 2016b;

B. Doerr et al., 2021). The self-adaptive population in these papers can be represented as

P ∈ Yλ, where the state space Y = {0, 1}n × (0, 1/2] represents the binary search space

and the interval of mutation rate. To facilitate the analysis, we define the set of solutions

(phenotypes) of a self-adaptive population P as Q := (xi)i∈[λ], where P = (xi, χi/n)i∈[λ], and

use Q(i) to denote the solution of the i-th individual from self-adaptive population P , where

i ∈ [λ] and λ ∈ N population size. In the rest of this section, we will present self-adaptive

EAs from existing papers. The results and conclusions of these papers will be discussed in

Section 2.3.2.

The aforementioned papers proposed and studied three self-adaptive EAs: the 2-tournament

self-adaptive EA using two mutation rates proposed by Dang and Lehre (2016b), the (µ, λ)
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Algorithm 7 Framework of self-adaptive EAs
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Sorting partial order ⪰P,f .

Require: Selection mechanism Psel : Yλ → Ω → [λ], where Ω is the underlying sample

space and Y = {0, 1}n × (0, 1/2].

Require: Self-adapting mutation rate strategy Dmut : (0, 1/2] → Ω → (0, 1/2], where Ω is

the underlying sample space.

Require: Initial self-adaptive population P0 ∈ Yλ.

1: for τ = 0, 1, 2, . . . until termination condition met do

2: Sort Pτ such that Pτ (1) ⪰Pτ ,f . . . ⪰Pτ ,f Pτ (λ)

3: for i = 1, . . . , λ do

4: Sample Iτ (i) ∼ Psel(Pτ ); set (x, χ/n) := Pτ (Iτ (i)).

5: Sample χ′/n ∼ Dmut(χ/n).

6: Create x′ by independently flipping each bit of x with probability χ′/n.

7: Set Pτ+1(i) := (x′, χ′/n).

self-adaptive EA proposed by Case and Lehre (2020), and the (1, λ) self-adaptive EA pro-

posed by B. Doerr et al. (2021). In any generation τ ∈ N0, these algorithms essentially

sort the self-adaptive population Pτ by fitness function f and mutation rate χ/n utilising a

specific sorting partial order. Despite the importance of fitness values, the parameter values

of individuals are also crucial for self-adaptive EAs. Therefore, the sorting partial order is

used to define the relationship between two individuals in the self-adaptive population. Each

individual in the next population Pτ+1 is then produced via selection and mutation, with the

selection mechanism based on the order of the sorted population. The mutation rate of the

selected individual changes based on the some self-adapting mutation rate strategy, and is

then bit-wisely flipped with the probability of the new mutation rate. To describe these pro-
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cesses, we provide a framework for self-adaptive EAs (Algorithm 7) which covers all studied

self-adaptive EAs in this thesis. The framework presented allows users to customise sev-

eral components, including the sorting partial order ⪰P,f (e.g., Definitions 2.2.4(a)-(c)), the

selection mechanism Psel : Yλ → Ω→ [λ], where Ω is the underlying sample space (e.g., Algo-

rithms 8 and 9), and the self-adapting mutation rate strategy Dmut : (0, 1/2]→ Ω→ (0, 1/2],

where Ω is the underlying sample space (e.g., Algorithm 10). For convenience, we omit the

sample space parameter, and let Psel(P ) and Dmut(χ/n) refer to random variables which

is the index in a sorted self-adaptive population P of the selected individual, and the self-

adapted mutation rate, respectively. Similarly to the static non-elitist framework shown in

Algorithm 3, the notation Iτ (i) represents the index of the i-th selected individual in the

τ -th generation.

Algorithm 8 2-tournament selection mechanism (self-adaptive EAs)
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Selection parameter µ ∈ N, where λ > µ ≥ 1.

Require: Sorted self-adaptive population Pt ∈ Yλ, where Y = {0, 1}n × (0, 1/2].

1: i1 ∽ Uniform([λ])

2: i2 ∽ Uniform([λ])

3: if i1 ≤ i2 then

4: i← i1.

5: else

6: i← i2.

7: return i.

There are two types of sorting partial orders used in the papers mentioned above. Specifi-

cally, the 2-tournament self-adaptive EA using two mutation rates (Dang and Lehre, 2016b)

uses a fitness-only sorting partial order (Definition 2.2.4(a)), which only sorts the self-
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Algorithm 9 (µ, λ) selection mechanism (self-adaptive EAs)
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Selection parameter µ ∈ N, where λ > µ ≥ 1.

Require: Sorted self-adaptive population Pt ∈ Yλ, where Y = {0, 1}n × (0, 1/2].

1: i ∽ Uniform([µ])

2: return i.

adaptive population based on their fitness values, without considering their mutation rates.

On the other hand, the (µ, λ) self-adaptive EA (Case and Lehre, 2020) and the (1, λ) self-

adaptive EA (B. Doerr et al., 2021) sort the self-adaptive population by fitness values and

then by mutation rates of individuals. The former prefers higher values for both fitness and

mutation rates, while the latter prefers high fitness values and lower mutation rates, which

are described in Definitions 2.2.4(b) and 2.2.4(c), respectively. The sorting partial orders

defined in Definition 2.2.4 rely solely on fitness and mutation rate. However, the notation

⪰P,f involves the entire population P . This is because, in Chapter 6, we propose a new self-

adaptive EA with a sorting partial order that involves the entire population. For generality,

we use the notation ⪰P,f with P for sorting partial order.

Definition 2.2.4. Consider a self-adaptive population P ∈ Yλ, where Y = {0, 1}n ×

(0, 1/2] and n ∈ N. Let f : {0, 1}n → R be a Pseudo-Boolean function, then for all

(x, χ/n), (x′, χ′/n) ∈ Y,

(a) the fitness-only sorting partial order (Dang and Lehre, 2016b) is defined as

(x, χ/n) ⪰P,f (x′, χ′/n)⇐⇒ f(x) ≥ f (x′) . (2.5)

(b) the fitness-first sorting partial order preferring higher mutation rate (Case and Lehre,

2020) is defined as

(x, χ/n) ⪰P,f (x′, χ′/n)⇐⇒ f(x) > f (x′) ∨ (f(x) = f (x′) ∧ χ ≥ χ′) . (2.6)
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(c) The fitness-first sorting partial order preferring lower mutation rate (B. Doerr et al.,

2021) is defined as

(x, χ/n) ⪰P,f (x′, χ′/n)⇐⇒ f(x) > f (x′) ∨ (f(x) = f (x′) ∧ χ ≤ χ′) . (2.7)

The self-adapting mutation rate strategy is a crucial component of self-adaptive EAs.

In the 2-tournament self-adaptive EA using two mutation rates (Dang and Lehre, 2016b),

only two mutation rates are used, and the self-adapting mutation rate switches to the other

mutation rate with probability pc. In the (µ, λ) self-adaptive EA (Case and Lehre, 2020), the

selected individual inherits an increased mutation parameter Aχ/n with probability pinc, and

a reduced mutation parameter bχ/n otherwise. This self-adapting mutation rate strategy

(shown in Algorithm 10) allows mutation rates to self-adapt from ϵ to 1/2. Here, A > 1,

ϵ ∈ (0, 1/2) and b, pinc ∈ (0, 1) are algorithm parameters. In the (1, λ) self-adaptive EA

(B. Doerr et al., 2021), the new mutation rate χ′/n is sampled uniformly at random from

{χ/(nF ), Fχ/n} where F > 1, with a half chance to increase and a half chance to decrease.

Algorithm 10 Self-adapting mutation rate strategy in (Case and Lehre, 2020)
Require: Increasing factor A > 1.

Require: Decreasing factor b > 1.

Require: Minimal mutation rate ϵ ∈ (0, 1/2).

Require: Probability for increasing pinc ∈ (0, 1).

Require: Mutation rate χ/n.

1: χ′/n :=


min(Aχ/n, 1/2) with probability pinc,

max (bχ/n, ϵ) otherwise.
2: return χ′/n.

Overall, the self-adaptive EAs can be instantiated by using the framework of self-adaptive

EAs and customised components. For instance, the (µ, λ) self-adaptive EA proposed by

Case and Lehre (2020) can be represented as Algorithm 7, using the fitness-first sorting
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partial order with preferring higher mutation rate (Definition 2.2.4(b)), the (µ, λ) selection

(Algorithm 9), and the self-adapting mutation rate strategy presented in Algorithm 10.

2.2.3 Runtime Analysis

As discussed in Section 1.1, EAs primarily address black-box optimisation problems, and

runtime is a crucial metric for evaluating algorithm performance. The runtime of an EA on

a problem instance is usually defined in terms of the number of objective function evalua-

tions required to find the optimal solution for the first time. Runtime analysis is a popular

theoretical approach for mathematically evaluating the performance of EAs and other ran-

domised heuristic algorithms. Many powerful mathematical techniques for runtime analysis

of EAs have since been developed. We recommend readers consult books authored or edited

by Auger and Doerr (2011), B. Doerr and Neumann (2019), Jansen (2013), Neumann and

Witt (2010), and Zhou et al. (2019) for further investigation into theoretical analysis in EC.

In this section, we will introduce some runtime analysis tools used in this thesis. We first

provide a formal definition of runtime of black-box algorithms in Definition 2.2.5.

Definition 2.2.5 (Runtime (Droste et al., 2006)). The runtime T of black-box optimisation

algorithm A on fitness function f : S → R, where S is a finite search space and xt ∈ S is

the search point at the t-th evaluation for t ∈ N, is

TA,f := min
t∈N
{t | ∀y ∈ S, f(xt) ≥ f(y)} . (2.8)

Compared to deterministic algorithms, EAs and other randomised heuristic algorithms

make some random choices. As a result, it is possible to have two identical runs, but it is

unlikely. Furthermore, they may not produce the same result on a given input if run multiple

times. Therefore, the runtime is a random variable because the algorithm makes random

decisions (e.g., mutation). The fact that two runs can be different is a consequence of the fact
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that the algorithm makes random decisions. Hence, we are usually interested in the expected

runtime E[TA,f ]. Asymptotic notations (also known as Bachmann-Landau notations) are

commonly used to classify functions based on their growth rates. Asymptotic notations are

also frequently used in the analysis of EAs to describe the expected runtime as a function

of the problem size (Jansen, 2013). Definition A.1.1 defines asymptotic notations rigorously

which is shown in Appendix A.1. Often, we are more interested in obtaining bounds that

hold with high probability rather than focusing solely on the expected runtime (Auger and

Doerr, 2011). For this purpose, the tail bound on the runtime, sometime referred to as success

probability, is introduced to describe the probability of finding the optimal solution within a

given runtime budget T , e.g., Pr (TA,f < T ). This concept is commonly employed to describe

the inefficiency of algorithms in the theory of EC. For example, we say the algorithm fails on

the function if the probability of the runtime of the algorithm on the function being within

ecn (exponential runtime) is at most e−Ω(nε), i.e., Pr (TA,f < ecn) = e−Ω(nε), where c, ε > 0

are constants.

Drift theorems are powerful tools for estimating the expected runtime and tail bound on

the runtime, which are widely used in the theory of EC (B. Doerr and L. A. Goldberg,

2013; B. Doerr et al., 2012; Hajek, 1982; He and Yao, 2004; Oliveto and Witt, 2011). We

recommend readers consult the chapter (Lengler, 2020) in a textbook for a comprehensive

survey of drift analysis. Based on drift theorems, many advanced analysis tools have been

developed. For instance, level-based theorems (Corus et al., 2018; Dang et al., 2021b; B.

Doerr and Kötzing, 2021) are employed to obtain an upper bound on the expected runtime

of non-elitist population-based algorithms, while the negative drift theorem for populations

is applied to determine tail bounds on the runtime of such algorithms. These methods are

presented in Sections 2.2.3.1 and 2.2.3.2, respectively, and are frequently utilised throughout

this thesis. In Chapter 3, we utilise the level-based theorem (Corus et al., 2018) to propose a

general theorem for obtaining the upper bounds of expected runtime for 2-tournament EAs
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optimising under uncertainty. We also employ the negative drift theorem for populations

(Lehre, 2010) to identify when non-elitist EAs fail under noise. Moreover, we use level-based

theorems (Corus et al., 2018; Dang et al., 2021b) to derive the upper bounds of expected

runtime for self-adaptive EAs on dynamic and multi-modal optimisation in Chapters 5 and 6.

Additionally, Section 2.2.3.3 introduces a tool for obtaining the lower bound of the expected

runtime of mutation-only EAs as a function of mutation rate. In Chapter 4, we use this tool

to demonstrate that static EAs with low mutation rates can be slow, serving as motivation

for employing self-adaptive mutation rates.

2.2.3.1 Level-based Theorems

The level-based theorems (Corus et al., 2018; Dang et al., 2021b; B. Doerr and Kötzing,

2021) are general tools that provide an upper bound of the runtime of non-elitist algorithms

on a wide variety of optimisation problems (Case and Lehre, 2020; Dang et al., 2021b; Dang

et al., 2019; Lehre and P. T. H. Nguyen, 2021; P. T. H. Nguyen, 2021), which follow the

scheme of Algorithm 11 with a population Pτ ∈ X λ, where X is a finite state space. In this

thesis, we first introduce the level-based theorem proposed by Corus et al. (2018) for runtime

analysis. This theorem is one of the most widely used versions in runtime analysis and is

presented in Theorem 2.2.1. Assume that the search space X is partitioned into ordered

disjoint subsets (called levels) A1, . . . , Am. Let A≥j := ∪mk=jAk be the search points in level

j and higher, and let D be some random mapping from the set of all possible populations

X λ into the space of probability distributions of X , i.e., D : X λ → Ω → X , where Ω is

the underlying sample space. For convenience, we omit the sample space parameter, and

let D(P ) refer to the random variable of individual. Given any subset A ⊆ X , we define

|Pτ ∩ A| := |{i | Pτ (i) ∈ A}|, i.e., the number of individuals in Pτ that belong to A. To

estimate an upper bound on the time of existing individuals at the final level Am using

Theorem 2.2.1, three conditions must be satisfied: (G1) requires that the probability of
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level “upgrading”, i.e., sampling an individual in higher levels, is non-zero; (G2) requires the

probability of the number of individuals in higher levels “growing”; (G3) requires a sufficient

population size.

Algorithm 11 Population-based Algorithm (Corus et al., 2018)
Require: Finite state space X .

Require: Population size λ ∈ N.

Require: Map D : X λ → Ω→ X , where the underlying sample space Ω.

Require: Initial population P0 ∈ X λ.

1: for τ = 0, 1, 2, ... until termination condition met do

2: for i = 1 to λ do

3: Sample Pτ+1(i) ∼ D(Pτ ).

Theorem 2.2.1 (Level-based theorem (Corus et al., 2018)). Given a partition (A1, . . . , Am)

of X , let T := min{τλ | |Pτ ∩ Am| > 0} be the first point in time that the elements of Am

appear in Pτ of Algorithm 11. If there exist z1, . . . , zm−1, δ ∈ (0, 1], and γ0 ∈ (0, 1) such that

for any population P ∈ X λ,

(G1) for all j ∈ [m− 1], if |P ∩ A≥j| ≥ γ0λ then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ zj,

(G2) for all j ∈ [m− 2], and all γ ∈ (0, γ0], if |P ∩ A≥j| ≥ γ0λ and |P ∩ A≥j+1| ≥ γλ then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ (1 + δ)γ,

(G3) and the population size λ ∈ N satisfies

λ ≥ 4/(γ0δ
2) ln

(
128m/(z∗δ

2)
)
, where z∗ := min {zj} ,

then

E[T ] ≤ 8

δ2

m−1∑
j=1

(
λ ln

(
6δλ

4 + zjδλ

)
+

1

zj

)
.
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To address the issue of “deceptive” regions B that contains individuals with a higher

selection probability but at a lower level, Dang et al. (2021b) proposed a new level-based

theorem (Theorem 2.2.2). Theorem 2.2.2 includes an additional condition (G0) that requires

the probability of producing a “deceptive” individual to decrease if there are many individuals

in the “deceptive” region. Conditions (G1) and (G2) are relaxed to only hold when there

are sufficiently few “deceptive” individuals in the population. The “deceptive” region is a

concept in the study of fitness landscapes, which will be discussed in Section 2.3.4.

Theorem 2.2.2 (New level-based theorem (Dang et al., 2021b)). Given a partition (A1, . . . ,

Am) of X and a subset B ⊂ X , let T := min{τλ | |Pτ ∩ Am| > 0} be the first point in time

that the elements of Am appear in Pt of Algorithm 11. If there exist z1, . . . , zm−1, δ ∈ (0, 1],

and γ0, ψ0 ∈ (0, 1) such that for any population P ∈ X λ,

(G0) for all ψ ∈ [ψ0, 1], if |P ∩B| ≤ ψλ then

Pr
y∼D(P )

(y ∈ B) ≤ (1− δ)ψ,

(G1) for all j ∈ [m− 1], if |P ∩B| ≤ ψ0λ and |P ∩ A≥j| ≥ γ0λ then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ zj,

(G2) for all j ∈ [m− 2], and all γ ∈ (0, γ0], if |P ∩ A≥j| ≥ γ0λ and |P ∩ A≥j+1| ≥ γλ then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ (1 + δ)γ,

(G3) and the population size λ ∈ N satisfies

λ ≥ 12/(γ0δ
2) ln

(
300m/(z∗δ

2)
)
, where z∗ := min {zj} ,

then

E[T ] ≤ 12λ

δ
+

96

δ2

m−1∑
j=1

(
λ ln

(
6δλ

4 + zjδλ

)
+

1

zj

)
.
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The target algorithm of level-based theorems (Algorithm 11) is a general algorithm with a

population size of λ ∈ N. In each generation τ , an individual from the next population Pτ is

independently sampled from a given probability distribution D over the current population

Pτ . This framework can be applied to many algorithms in Section 2.2.1. For instance, if

we assume that the finite state space X of Algorithm 11 is {0, 1}n, then the map D can

represent processes of selection and mutation (Lines 3-4) of Algorithm 3. Similarly, if we

divide the space {0, 1}n × (0, 1/2] of Algorithm 11 into a finite state space as X , then the

map D can also represent Lines 3-7 of Algorithm 7.

2.2.3.2 Negative Drift Theorem for Populations

In the analysis of EAs, apart from the upper bounds of runtime, identifying the situation

when the runtime of algorithms is exponential is another critical aspect. The negative drift

theorem for populations (Lehre, 2010) is applied to obtain exponential tail bounds on the

runtime of population selection-variation algorithms with a finite state space, such as Al-

gorithm 11. In this thesis, it is sufficient to utilise Corollary 2.2.1 (Lehre, 2010), which is

a corollary of the negative drift theorem for populations. This corollary is specific to non-

elitist EAs which can be described in Algorithm 3. Before stating the corollary, we define

the reproductive rate α0 (Lehre, 2010) of the individual Pτ (i) in Algorithms 3 and 7 as the

expected number of times the individual is sampled from Psel(Pτ ), i.e., E[Rτ (i) | Pτ ], where

Rτ (i) :=
∑λ

j=1 δIτ (j),i for τ ∈ N and i ∈ [λ], where

δa,b =


1 if a = b,

0 if a ̸= b.
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It is easy to compute the maximal reproductive rates of the 2-tournament selection and the

(µ,λ) selection (without uncertainty), which are

α0 = λ

((
1

λ

)2

+ 2

(
1− 1

λ

)
λ

)

= 2(1− 1/λ)

≈ 2

if λ→∞, e.g., λ ∈ Ω(log(n)), and

α0 = λ
1

µ

=
λ

µ
,

respectively (Lehre and Yao, 2012). The corollary is then stated in Corollary 2.2.1.

Corollary 2.2.1 ((Lehre, 2010)). The probability that Algorithm 3 with population size

λ = poly(n), mutation rate χ/n and maximal reproductive rate bounded by α0 < eχ − δ, for

a constant δ > 0, optimises any function with a polynomial number of optima within ecn

generations is e−Ω(n), for some constant c > 0.

Based on Corollary 2.2.1, we can determine the tolerance limit of the mutation rate,

which is known as the error threshold (Lehre, 2010; Ochoa, 2006). If the mutation rate

is greater than the error threshold, the probability that the runtime of the non-elitist EA

is exponentially large on any function is close to 1. This threshold value is related to the

reproductive rate of the algorithm. Specifically, the non-elitist EA has an error threshold

when the mutation rate χ/n > ln(α0 − δ), where α0 is the maximal reproductive rate of the

algorithm, and δ > 0 is a constant. For example, the error thresholds of the k-tournament

EA and the (µ, λ) EA are approximately ln(k) and ln(λ/µ), respectively.
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2.2.3.3 Tool to Derive Lower Bounds of Runtime

To justify the use of the self-adaptive parameter setting instead of static one in this thesis,

we would like to determine the “speed limit” of EAs using static mutation rates, that is, a

lower bound for the expected runtime. Algorithm 12 is a framework for EAs that use only

the bit-wise mutation operator. It can be used to represent both elitist and non-elitist EAs,

such as Algorithms 1, 2, and 3. Consequently, Theorem 2.2.3 (Sudholt, 2013) gives the lower

bound on the runtime for such EAs with respect to the mutation rate.

Algorithm 12 Framework of a mutation-based EA (Sudholt, 2013)
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Initial population {x1, . . . xµ}.

1: for t = µ, µ+ 1, µ+ 2, ... until termination condition met do

2: Select a parent x from {x1, . . . , xt} according to t and f(x1), . . . f(xt).

3: Create xt+1 by independently flipping each bit of x with probability χ′/n.

Theorem 2.2.3 ((Sudholt, 2013)). The expected runtime of every mutation-based EA using

mutation rate χ/n on every function with a unique optimum is at least
(

ln(n)−ln(ln(n))−3
χ(1−χ/n)n

)
n,

if 2−n/3/n ≤ χ ≤ 1.

2.2.4 Benchmarking Functions

We first present the simple theoretical functions OneMax and LeadingOnes that not only

serve as well-known pseudo-Boolean benchmarking functions but also serve as the foundation

for constructing more complex functions. In the theoretical analysis of EAs, OneMax and

LeadingOnes functions assume a significant role, often employed to compare the perfor-

mance of algorithms.
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Definition 2.2.6. Given a bistring x ∈ {0, 1}n for all n ∈ N, then

OneMax(x) :=: OM(x) :=
n∑
i=1

xi. (2.9)

Definition 2.2.7. Given a bistring x ∈ {0, 1}n for all n ∈ N, then

LeadingOnes(x) :=: LO(x) :=
n∑
i=1

i∏
j=1

xj. (2.10)

We additionally introduce two widely-used bi-modal benchmarking functions, namely

Jumpk and Cliff.

Definition 2.2.8. Given a bistring x ∈ {0, 1}n for all n ∈ N, then

Jumpk(x) :=


n−OM(x) if n− k < OM(x) < n,

k + OM(x) otherwise.
(2.11)

Definition 2.2.9. Given a bistring x ∈ {0, 1}n for all n ∈ N, then

Cliff(x) :=


OM(x) if OM(x) ≤ 2n/3,

OM(x)− n/3 + 1/2 otherwise.
(2.12)

We consider two complex combinatorial optimisation problems to evaluate performance of

EAs in empirical study of this thesis (see Chapter 7), the random NK-Landscape problem

(Kauffman and Weinberger, 1989) and the random maximum k-satisfiability (Max-k-Sat)

problem. The NK-Landscape model (Kauffman and Weinberger, 1989) was constructed

as hard fitness landscapes which involving complex dependencies among decision variables,

resulting in many local optima. The NK-Landscape problem can be defined as:

Definition 2.2.10. Given a bistring x ∈ {0, 1}n for all n ∈ N, k ∈ N satisfying k ≤ n, and

a set of sub-functions fi : {0, 1}k → R for i ∈ [n], then

NK-Landscape(x) :=
n∑
i=1

fi (Π (x, i)) (2.13)
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where the function Π : {0, 1}n × [n] → {0, 1}k returns a bit-string containing k right side

neighbours of the i-th bit of x, i.e., xi, . . . , x(i+k) mod n.

The parameter k of the NK-Landscape problem represents the length of bit-strings for

each sub-function. Typically, each sub-function is defined by a lookup table with 2k entries,

each in the interval (0, 1). To generate a random instance of a landscape, a uniform sampling

method can be applied to each value within the lookup table, where values are sampled from

a range between 0 and 1. Moreover, changing k can vary the difficulty of an instance (Ochoa

et al., 2008). As a general rule, instances are considered to become more challenging for

larger values of k (Ochoa et al., 2008).

The Max-k-Sat problem is a complex combinatorial optimisation problem used as a

benchmarking function in this thesis. The Sat problem was the first known NP-complete

problem (Cook, 1971). The optimisation version of this problem, the Max-k-Sat problem,

aims to find an assignment that maximises the number of satisfied clauses (or equivalently,

minimises the number of unsatisfied clauses) in a given Boolean formula in conjunctive

normal form (Achlioptas and Moore, 2006; Coja-Oghlan, 2014; Gottlieb et al., 2002). The

definition of the Max-k-Sat problem as a pseudo-Boolean function optimisation is as follows:

Let the logic values TRUE and FALSE be represented by the integers 1 and 0, respectively, so

that each clause in conjunctive normal form can be represented as a function Ci : [k]→ [n],

We say the k is the length of clause Ci.

Definition 2.2.11. Given a bitstring x ∈ {0, 1}n for n ∈ N, a set C containing k-length

clauses where |C| = m for all m, k ∈ N satisfying k ≤ n,

Max-k-SatC(x) :=
m∑
i=1

Li(x) (2.14)
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where the functions Li(x) indicate the truth value of the i-th clause:

Li(x) :=


1 if

∨k
j=1 xCi(j) = 1,

0 otherwise.
(2.15)

To generate a random instance of Max-k-Sat, m clauses are randomly created, and each

clause consists of k literals, which are uniformly and randomly selected without replacement

from the set [n]. According to (Coja-Oghlan, 2014) the probability of generating a satisfiable

instance decreases from almost 1 to almost 0 when the ratio of the number of clauses m to

the problem size n exceeds a threshold, denoted by rk−Sat. The threshold is computed to be

2k ln(2)− 1
2
(1 + ln(2)) + ok(1), where ok(1) represents a term that tends to 0 as k increases.

In this thesis, a random Max-k-Sat instance is considered hard if the ratio m/n is above

rk−Sat. For example, the threshold rk−Sat for Max-k-Sat is approximately 2133 if we ignore

the ok(1) term.

2.2.5 Noise and Dynamic Models

Real-world optimisation problems often involve uncertainty, such as noise and dynamics,

which can be categorised as noisy optimisation and dynamic optimisation problems, etc.

This section aims to introduce noise models and dynamic functions studied in this thesis.

In Section 2.3.3, we will discuss related work on uncertain optimisation. In Chapter 3, we

demonstrate that non-elitist EAs can handle uncertainty effectively with proper parameter

settings. In Chapter 4, we show that 2-tournament EAs can efficiently solve optimisation

problems under symmetric noise without the need for tuning parameters. Additionally, in

Chapter 5, we propose a dynamic optimisation problem to demonstrate the efficiency of the

self-adaptive EA, where static mutation-only EAs fail.

In noisy optimisation problems, the exact objective values of a search point cannot be
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precisely obtained, which we refer to as the noisy fitness function. A noisy evaluation can be

described as a random mapping from search points to real numbers, i.e., fn : X → Ω→ R,

where Ω is a sample space and X is a search space. For convenience, we omit the sample

space Ω and denote fn(x) as the noisy fitness value of the objective function f for a search

point x ∈ X . Normally, sampled noise fitness values are independent of each other. The

noise level is an indicator that describes the degree of noise affecting the evaluation in noisy

optimisation, and we will define it on a case-by-case basis. A higher noise level typically

indicates a greater impact of noise on the evaluation, making optimisation more challenging

for the algorithm.

Noise models in pseudo-Boolean optimisation can be categorised into two classes: the

prior noise randomly flips one or several bits in the search point before each evaluation,

e.g. one-bit noise and bit-wise noise, while the posterior noise makes some changes on the

fitness value after each evaluation, e.g. Gaussian noise and symmetric noise (Gießen and

Kötzing, 2016). The one-bit noise model (q) (Dang and Lehre, 2015; Droste, 2004; Friedrich

et al., 2016; Lehre and P. T. H. Nguyen, 2019; Qian et al., 2019; Sudholt, 2021) serves as the

simplest starting point for theoretical analysis. It flips at most one bit of a bitstring (search

point) then evaluates it using the function f , which can be defined as follows:

Definition 2.2.12 (One-bit noise model). Given a probability q ∈ [0, 1] which represents the

noise level, and a bistring x ∈ {0, 1}n, then

fn(x) =


f(x) with probability 1− q,

f(x′) with probability q
(2.16)

where x′ ∼ unif (N(x)).

Real-world optimisation problems are often subject to noise that can affect multiple bits

rather than just one. Thus, the bit-wise noise model (p) (Gießen and Kötzing, 2016; Qian et

al., 2019; Sudholt, 2021) can more closely imitate such reality. It flips each bit of a bitstring
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independently with some probability (similar to the bitwise mutation operator) and then

evaluates it using the function f , as defined below:

Definition 2.2.13 (Bit-wise noise model). Given a probability p ∈ [0, 1] which represents

the noise level, and a solution x ∈ {0, 1}n, then

fn(x) = f(x′) (2.17)

where x′ is obtained by independently flipping each bit of x with probability p.

The Gaussian noise model (σ2) (Dang and Lehre, 2015; Friedrich et al., 2015, 2016; Gießen

and Kötzing, 2016; Qian et al., 2018; Rowe and Aishwaryaprajna, 2019) is a type of posterior

noise that adds a value independently sampled from a normal distribution to the objective

value of each evaluation. It can be defined as follows:

Definition 2.2.14 (Gaussian noise model). Given a parameter σ ≥ 0 which represents the

noise level, and a bistring x ∈ {0, 1}n, then

fn(x) = f(x) +N (0, σ2). (2.18)

The symmetric noise model as a posterior noise was first introduced by Qian et al. (2021).

They showed that the (1+1) EA with a resampling strategy can fail in the symmetric noise

model with a fixed noise level of q = 1/2, while using a population can be helpful. In this

thesis, we propose a more general symmetric noise model using a variable noise level q. The

model is defined as follows:

Definition 2.2.15 (Symmetric noise model). Given a probability q ∈ [0, 1] which represents

the noise level, and an arbitrary number C ∈ R which is a parameter of the noise model, and

a bistring x ∈ {0, 1}n, then

fn(x) =


f(x) with probability 1− q,

C − f(x) with probability q.
(2.19)
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In dynamic optimisation problems, the objective function changes over time. It can be

described as follows: there is a sequence of functions ft : X → R, where a search space

X and t ∈ N, with ft representing the objective function applied in the t-th evaluation.

Additionally, a sequence of optimal regions exists, which are sets of acceptable search points

corresponding to the function ft. A formal description of dynamic optimisation is shown in

Definition 2.2.16. The goal of an algorithm solving dynamic optimisation problems is to find

search points in optimal regions.

Definition 2.2.16 (Dynamic optimisation (Dang et al., 2017)). A dynamic function F is

a random sequence of functions (ft)t∈N, where ft : X → R and a search space X for all

t ∈ N. The optimal regions associated with F is the sequence (OPTt)t∈N, where OPTt =

argmaxx ft(x).

Dynamic optimisation is more challenging than static optimisation, as the optimal solution

or the functions may change over time. For instance, the weight of each bit position in the

dynamic linear function (Lengler and Schaller, 2018) changes over time. Weights of each

objective function is independently sampled from a distribution. The DBV problem is a

special case of dynamic linear functions, which was first proposed by (Lengler and Meier,

2020). It can be considered as a dynamic version of the classical function BinVal(x) :=∑n
i=1 2

n−i · xi, which is defined as:

Definition 2.2.17. Given a bistring x ∈ {0, 1}n,

DBVτ (x) :=
n∑
i=1

2n−i · xπτ (i) (2.20)

where τ ∈ N0 is the number of rounds ∗ and πτ : [n]→ [n] is a permutation drawn uniformly

at random from all possible permutations of [n].

In practice, it is common to evaluate each individual in population Pt once before se-

lection and mutation. However, in such cases, each comparison under uncertainty in the
∗Typically, a round contains all evaluations in a generation of the algorithm.
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2-tournament and (1 + 1) selection is not independent, making the analysis challenging.

Therefore, we can apply the reevaluation strategy (Dang and Lehre, 2015; Friedrich et al.,

2016; Gießen and Kötzing, 2016; Qian et al., 2019; Qian et al., 2021; Qian et al., 2018) in

this situation, which involves reevaluating the noisy fitness value of an individual every time

it enters a tournament. Note that this strategy is only applicable to the (1+1) EA and the

2-tournament EA in this thesis.

2.3 Related Work

2.3.1 Parameter Settings in EAs

As shown in Section 2.2.1, EAs are parameterised algorithms, which require several param-

eters such as mutation rate and selection parameter to be identified. The configuration of

these parameters has a significant impact on the performance of EAs, which has been exten-

sively studied through runtime analysis. For example, considering any linear function and a

constant c > 0, the runtime of the (1+1) EA is as follows: super-polynomial if the mutation

rate χ/n ∈ ω (log(n)/n) or χ/n = o(n−c); polynomial if χ/n ∈ Ω(n−c) and χ ∈ O(log(n)/n);

and O(n log(n)) if χ/n = c/n (Witt, 2013). The appropriate mutation rate is also influenced

by uncertainty. The runtime of the (1+1) EA algorithm is no longer O(n log(n)) for all

mutation rates χ/n = c/n where the constant c > 0 on dynamic linear functions. If the

mutation rate is above a threshold value χ/n = c/n > c0/n ≈ 1.59/n, then the runtime be-

comes super-polynomial (Lengler and Schaller, 2018). Parameter settings in non-elitist EAs

are also crucial, as there is a “balance” between the reproduction rate and the mutation rate,

which refers to the error thresholds introduced in Section 2.2.1. For instance, the runtime

of the (µ, λ) EA on any function with a polynomial number of optima becomes exponential

if the mutation parameter χ is above λ/µ (Lehre, 2010).
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Parameter settings typically depend on the problem instance and optimisation environ-

ment, making the identification of appropriate parameter settings a challenging task (B.

Doerr and C. Doerr, 2020; Lobo et al., 2007). As mentioned in Section 1.1, Eiben et al.

(1999) classified parameter setting techniques into parameter tuning and parameter control

(see Figure 1.1). A prevalent approach for parameter tuning involves conducting prelimi-

nary tests, evaluating their performance, and selecting the most promising static parameter

setting for optimisation. Meanwhile, parameter control, which includes deterministic, adap-

tive, and self-adaptive mechanisms, dynamically adjusts parameters during the optimisation

process. Deterministic parameter control mechanisms adjust algorithm parameter settings

based on deterministic rules, typically time-based. Adaptive parameter control mechanisms

update parameter settings depending on the optimisation process. In self-adaptive param-

eter control mechanisms, parameters are encoded within the genomes of individuals and

evolve together through variation operators. The related work of them will be presented in

Sections 2.3.1.1, 2.3.1.2 and 2.3.2, respectively.

2.3.1.1 Parameter Tuning

Parameter tuning aims to identify the fixed (nearly) optimal parameter setting for given

problems during the whole optimisation process. Through rigorous mathematical proofs,

we can determine the global optimal parameter setting. Theoretical results such as runtime

analyses usually require knowledge of the optimisation problem, e.g., the instance, structure,

and environment. However, obtaining this information is usually difficult and the information

about the fitness function is typically unknown in real-world optimisation. Therefore, in

practice, the main idea of parameter tuning is to run some initial tests and observe their

performance. Then we configure the most promising parameter values for the algorithm.

There are many parameter tuning tools that can automatically identify reasonable parameter

settings. One of the representative methods is irace, an automated configuration tool for

47



Chapter 2. Background

optimisation algorithms built by López-Ibáñez et al. (2016). It uses iterated racing steps

to identify the appropriate parameter values. Similar algorithm configuration frameworks

include ParamILS (Hutter et al., 2009) and CALIBRA (Adenso-Diaz and Laguna, 2006),

etc. Alternatively, Hutter et al. (2011) and Ansotegui et al. (2015) applied machine learning

to predict good parameter settings and proposed the model-based approaches SMAC and

GGA++, respectively. For a comprehensive review of parameter tuning, we direct readers

to the survey by Huang et al. (2020).

In general, parameter tuning methods can be challenging to use in real optimisation prob-

lems because they often require a significant amount of time to run. Furthermore, the

recommended parameter values are static, and the optimal parameter setting may change

during the optimisation process. For instance, the optimal mutation rate of the (1+1) EA

on LeadingOnes depends on the current best fitness value achieved, which is given by

1/(LO(x) + 1), where x is the current parent individual (Böttcher et al., 2010). In a sim-

ilar vein, Jansen and Wegener (2006) presented a function illustrating that the (1+1) EA

algorithm, employing a series of time-dependent mutation rates, discovers the optimum in

polynomial time. Conversely, using any fixed mutation rate needs more than polynomial

time with an extremely high probability. Moreover, the fitness function may change over

time in practice, i.e., dynamic optimisation, requiring that the parameter settings change

accordingly. Therefore, it is necessary to change the parameters with respect to the current

optimisation situation.

2.3.1.2 Deterministic and Adaptive Parameter Control

Exploration and exploitation. Exploration involves searching in completely new areas of the

search space, while exploitation involves searching in areas of the search space that are close

to previously promising regions (Črepinšek et al., 2013). All search algorithms should bal-
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ance both exploration and exploitation to efficiently search the entire search space. In early

studies, it was believed that for exploration, low selective pressure and high-intensity varia-

tion were required, while for exploitation, high selective pressure and conservative variation

were required (Črepinšek et al., 2013). Deterministic parameter control mechanisms adjust

the parameters of algorithms to adapt selective pressure and strength of variation based on

deterministic rules that are typically based on time (Eiben et al., 1999). For example, simu-

lated annealing (Kirkpatrick et al., 1983) is a famous heuristic algorithm with a deterministic

parameter control mechanism, in which the selective pressure increases with time.

However, the schedule should be problem or instance-specific, making it challenging to

choose a specialised schedule for each independent problem. Therefore, we can update rules

depending on the optimisation process, called adaptive parameter control mechanism or self-

adjusting parameter control mechanism. Intuitively, the algorithm can be in the exploration

phase if the individuals are easy to improve after variation. The algorithm could also be stuck

at some local optimum far from the global optimum. Based on this intuition, Rechenberg

(1978) proposed the well-known 1/5th-success-rule. This algorithm increases its mutation

rate if the observed success rate is larger than 1/5, i.e., at least one out of five solutions

is improved; otherwise, it decreases the mutation rate. In the rest of this section, we will

focus on previous studies of adaptive parameter control mechanisms within the theory of

EC. It is worth mentioning that two PhD theses by Rajabi (2022) and Hevia Fajardo (2023)

have conducted outstanding work in theory on adapting mutation rate and population size,

respectively.

The first prominent topic in this field concerns adapting the mutation rate. A straightfor-

ward method for tuning the mutation rate on-the-fly involves basing the mutation rate on

the current fitness value. For example, the mutation rate may be inversely proportional to

the fitness value, meaning that as the fitness value of a population increases, the mutation

rate decreases, shifting from exploration to exploitation. The motivation for adjusting the
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mutation rate relative to fitness is to balance exploration and exploitation (Črepinšek et al.,

2013). In the referenced study (Böttcher et al., 2010), the expected runtime of the (1+1) EA,

when utilising a dynamic fitness-dependent mutation rate, is significantly lower than that

of the optimal static mutation rate on LeadingOnes. Similarly, Lehre and Sudholt (2020)

demonstrated that the (1+λ) EA using the optimal fitness-dependent mutation rate has an

asymptotically optimal expected runtime on OneMax, i.e., the black-box complexity among

all λ-parallel mutation-based black-box algorithms. However, this fitness-dependent adap-

tive parameter control method might be difficult to apply in real-world optimisation, since it

usually heavily relies on knowledge of optimisation problems. That is, we need to know the

relationship between search points and their objective values of the objective function to de-

sign a proper adaptation. Nonetheless, these studies provide valuable insights for designing

more general adaptive parameter control methods.

Another type of approach involves adapting the mutation rate based on the “progress” of

the previous generation. For instance, B. Doerr et al. (2019) proposed a self-adjusting muta-

tion rate mechanism that results in the (1+λ) EA exhibiting a better asymptotic expected

runtime on OneMax than that of the optimal fitness-dependent mutation rate. Using this

self-adjusting mutation rate mechanism, in each generation, 50% of the offsprings are mu-

tated with a mutation rate of 2χ/n, while the remaining 50% are mutated with a rate of

χ/(2n), where χ/n represents the current generation mutation rate. Subsequently, the new

mutation rate is determined by the mutation rate utilised by the best offspring. Simultane-

ously, B. Doerr et al. (2019, 2021) employed the fundamental concept of the 1/5th-success

rule to control the mutation rate of the (1+1) EA. In their algorithm, the mutation rate is

increased by multiplying a factor A > 1 if the offspring outperforms the parent; otherwise,

it is decreased by multiplying a factor 0 < b < 1. However, using the 1/5th-success rule to

adjust the mutation rate could lead to a small mutation rate when trapped in local optima,

since it is challenging to produce fitter individuals, which results in a continuous reduction
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of the mutation rate. When optimising multi-modal functions, it is generally believed that

a high mutation rate can be advantageous for escaping local optima.

To compensate for this disadvantage, Rajabi and Witt (2022) proposed a learning-inspired

mechanism called stagnation detection, which increases the mutation rate after a specific

number of iterations without improvement to enhance exploration. This number of itera-

tions ensures that the neighbourhood has been thoroughly searched with a high probability.

They incorporated the stagnation detection mechanism into the (1+1) EA algorithm and

demonstrated that such an algorithm can optimise the well-studied multi-modal function

Jumpk with an asymptotic runtime comparable to that of the (1+1) EA using the optimal

fitness-dependent mutation rate in (Böttcher et al., 2010). This mechanism might take too

long to use larger mutation rates, which are beneficial for escaping local optima, and thus

may slow down the optimisation process (B. Doerr and Rajabi, 2023).

Another area of interest is population size adaptation. Jansen et al. (2005) introduced

the multiplicative success-based rule for adapting offspring population size, which also build

on the idea of the 1/5th-success rule. In this approach, the offspring size λ is multiplied by

F if there is no fitness improvement compared to the parent population, and multiplied by

s otherwise, where F ≥ 1 and s ∈ (0, 1). The authors rigorously derived optimal offspring

population sizes for the (1+λ) EA on benchmark functions, such as OneMax and Leadin-

gOnes, suggesting that using this adaptive approach could yield comparable performance

to employing the optimal offspring population size informed by their insights. Their follow-

ing empirical study demonstrated that the adaptive (1+λ) EA with F = 1/s = 2 can be

promising on some benchmark functions. Specifically, the number of function evaluations

required to find the optimum was slightly higher, but still comparable to the best choices for

λ observed in their earlier empirical studies. Later, the (1+λ) EA with this multiplicative

success-based rule has been called the (1 + {Fλ, λ/s}) EA (B. Doerr and C. Doerr, 2020;

Hevia Fajardo, 2019). In (Hevia Fajardo and Sudholt, 2022), the authors proved that this
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algorithm has comparable performance with static (1+λ) EA using any mutation rate when

optimising any everywhere hard function.

Despite adapting the population size in elitist EAs, adapting the population size in non-

elitist EAs is even more crucial. As mentioned, non-elitist EAs should balance the repro-

ductive rate and the mutation rate. Therefore, parent and offspring population sizes should

be set carefully in comma selection EAs, such as the (1, λ) EA. A sharp threshold exists

at λ = log e
e−1

(n) between exponential and polynomial runtimes on OneMax when using

the standard mutation rate, i.e., χ/n = 1/n (Rowe and Sudholt, 2014). Hevia Fajardo

and Sudholt (2021a) introduced a multiplicative success-based rule into a non-elitist EA to

adapting population size, (1, λ) EA, which they named (1, {F 1/sλ, λ/F}) EA. This algorithm

has three adaptive parameters: update strength F ≥ 1, success rate s > 0, and the maximal

population size λmax. In a generation where no improvement in fitness is found, λ is increased

by a factor of F 1/s and in a successful generation, λ is divided by a factor F . If one out of

s + 1 generations is successful, the value of λ is maintained. They demonstrated in (Hevia

Fajardo and Sudholt, 2021b) that this algorithm, incorporating the reset mechanism where

λ is reset to λ = 1 whenever it exceeds a predefined maximum of λmax, can achieve the global

optimum within O(n) expected generations and O(n log n) runtime on a bi-modal function

Cliff (Hevia Fajardo and Sudholt, 2021b). This results in an acceleration of order Ω(n2.9767)

compared to the expected optimisation time when using the most suitable fixed value for

λ. The reason for using this reset mechanism is to allow the offspring to “jump down” from

local optima of the Cliff function with a high probability. This adaptation mechanism

has also been proven beneficial for dynamic optimisation. More recently, Kaufmann et al.

(2023) demonstrated that the (1, {F 1/sλ, λ/F}) EA without the reset mechanism achieves

the optimum of any dynamic monotone function, such as the dynamic linear function and

the DBV function, in O(n log n).

Moreover, studies exist on adapting population size in GAs which involve crossover, such
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as the (1 + (λ, λ)) GA (B. Doerr et al., 2015). In each generation, this algorithm employs two

phases: In the first phase, the parent is mutated λ times with a mutation rate of χ/n. Next,

the second phase uses a biased uniform crossover λ times between the parent and the fittest

mutated offspring. This biased uniform crossover selects each bit independently at random

from the fittest mutated offspring with crossover rate c ∈ (0, 1) and from the parent otherwise.

Finally, it performs an elitist selection considering the parent and the λ offspring obtained

from the second phase. B. Doerr et al. (2015) suggested that using a relatively high mutation

rate, i.e., χ/n = λ/n, and a crossover rate c = 1/λ can balance exploration and exploitation;

however, the setting of population size becomes critical. To control the population size, they

proposed a fitness-dependent adaptive mechanism and proved that updating the population

size by λ =
⌈√

n/(n−OM(x))
⌉

where x is the current parent individual, with mutation

rate χ/n = λ/n and crossover rate c = 1/λ, yields an expected optimisation time of Θ(n) on

OneMax. This is asymptotically faster than any static parameter values. Similarly to the

fitness-dependent adaptive mutation rate mechanism, this approach also requires knowledge

of the objective function. Then, B. Doerr and C. Doerr (2018) applied the 1/5th-success rule

to the (1 + (λ, λ)) GA, so-called self-adjusting (1 + (λ, λ)) GA, and proved that it requires

also only O(n) expected function evaluations on OneMax. This reduces the optimisation

time of the algorithm by more than a constant factor compared to optimal static parameter

settings. When optimising bi-modal functions, such as Jumpk, Hevia Fajardo and Sudholt

(2023) demonstrated that the adaptive (1 + (λ, λ)) GA rapidly increases λ to λmax when

encountering a local optimum, even though the “optimal” population size to escape local

optima varies depending on the jump size k. To make the algorithm more efficient in escaping

local optima, the authors applied the reset mechanism to this adaptive (1 + (λ, λ)) GA,

allowing the parameter to cycle through [λmax] to attempt different population sizes. Their

analysis revealed that the expected runtime of the self-adjusting (1 + (λ, λ)) GA with the

reset mechanism is as low as that of the (1+1) EA with the optimal mutation rate.
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2.3.2 Self-adaptation in EAs

Intuitively, an offspring produced by specific operators with suitable parameter settings can

possess a higher potential to surpass its parent. Therefore, we can encode parameters as well

as solutions in the genotype of each individual, allowing each individual to represent not only

the solution but also its unique parameters. We can then design specific variation operators

and selection mechanisms for these individuals to evolve their parameters and solutions si-

multaneously. This mechanism is known as self-adaptation, which was originally developed

to control parameters in evolution strategies (ESs) for solving continuous optimisation prob-

lems in the 1980s (Schwefel, 1981), was later introduced to discrete optimisation. We refer

readers to the thesis by Meyer-Nieberg (2007) for further information on self-adaptation in

ES. In this section, we concentrate on EAs for optimising pseudo-Boolean functions. Within

the scope of this research, we emphasise the theoretical study of self-adaptation, while also

slightly extending to empirical study. Table 2.2 provides a summary of various studies on

self-adaptive parameter control mechanisms in EC, inclusive of the research presented in this

thesis.

Early studies on EAs with self-adaptation solving discrete optimisation problems concen-

trated on simple benchmark problems and employed empirical analysis. In 1992, Bäck (1992)

first transferred the idea of self-adaptation from ESs to GAs. The mutation rate, represented

as real numbers, was transformed into binary code and integrated with the solution in the

bitstring of each individual, or genotype. During mutation, the binary-coded mutation rate

of the genotype of an individual is first decoded to a real number. Next, a new binary-

coded mutation rate is generated by bit-wisely mutating the original binary-coded mutation

rate with a probability equivalent to the decoded real number. Finally, the new solution is

created by bitwise mutation of the solution of the individual, using the mutation rate de-

coded from the newly generated binary-coded mutation rate. Thus, the offspring is created
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Table 2.2: Research on self-adaptive parameter control mechanisms in EC

Reference Algorithm Self-adapted parameter(s) Encoded method Selection mechanism Problem class

(Bäck, 1992) GA Mutation rate Binary-encoded Proportional selection Continuous functions

(Smith and Fogarty, 1996) GA Mutation rate Gray-coded Proportional selection NK-Landscape

Binary-encoded

(Bäck and Schütz, 1996) EA Mutation rate Real-valued Proportional selection Dynamic function

(Galaviz and Xuri, 1996) GA Mutation rate Binary-encoded Proportional selection Continuous functions

Crossover rate

(Bäck et al., 2000) GA Mutation rate Real-valued Elitist selection Continuous functions

Crossover rate

(Smith, 2001) GA Mutation rate Finite set Elitist selection OneMax

Dynamic function

(Eiben et al., 2006) GA Mutation rate Real-valued Elitist selection Continuous functions

Population size

Selection parameter

(Serpell and Smith, 2010) GA Mutation rate Finite set Elitist selection TSP

Choice of mutation operator

(Dang and Lehre, 2016b) EA Mutation rate Finite set (2 rates) 2-tournament selection PeakedLO

(Case and Lehre, 2020) EA Mutation rate Real-valued (µ, λ)-selection LeadingOnesk

(B. Doerr et al., 2021) EA Mutation rate Real-valued (1, λ)-selection OneMax

Chapter 4 EA Mutation rate Finite set (2 rates) 2-tournament selection Noisy functions

Chapter 5 EA Mutation rate Real-valued (µ, λ)-selection Dynamic function

Chapter 6 EA Mutation rate Real-valued (µ, λ)-selection PeakedLOm,k

Chapter 7 EA Mutation rate Real-valued (µ, λ)-selection NK-Landscape

Max-k-Sat

Noisy functions

with the new solution and the new mutation rate. The selection process is solely based on

the fitness values of the individuals. The experiments conducted by Bäck (1992) illustrated

that self-adaptation is a possible method to control the mutation rate in the non-elitist GA.

However, the experiments did not include a comparison with other algorithms. Instead of

encoding the mutation rate directly into a binary code, Smith and Fogarty (1996) argued

that the use of Gray-coded mutation rates can provide a smoother change of mutation rates.

Moreover, they demonstrated that GAs utilising the self-adaptive method can outperform

those with fixed mutation rates when solving NK-Landscape problems, achieving higher
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fitness within the evaluation budget. As introduced in Section 2.2.4, the landscape of NK-

Landscape problems contains numerous local optima (Kauffman and Weinberger, 1989).

Notably, the advantage of the self-adaptive algorithm in achieving higher fitness becomes

more pronounced for harder (more local optima) problem instances of NK-Landscape.

Bäck and Schütz (1996) further improved this self-adaptation method by using a real-valued

mutation rate to address the imprecision of the binary-coded mutation rate. Consequently,

the genotype of an individual became a combination of a bitstring and a real number, rather

than just a bitstring, an encoding method similar to the one presented in Section 2.2.2.

During mutation, a new mutation rate is generated by sampling from a distribution that is

based on the previous value and a learning rate. The learning rate is a hyper-parameter in

this self-adaptive EA that controls the speed of the adaptation process. They used a learn-

ing rate which was independent from the problem instance size n. An empirical study was

conducted on the EA with this self-adaptive parameter control by minimising a dynamic

function that periodically switches between two pseudo-Boolean functions, OneMax and

ZeroMax. Here, ZeroMax(x) := n−OM(x), given a bitstring x ∈ {0, 1}n for all n ∈ N.

The results showed that the mutation rates can respond to changing of objective functions.

Specifically, the mutation rates decrease if the fitness value decreases, and increase otherwise.

Similarly, Smith (2001) made a similar observation where the mutation rate is self-adapted

by selecting uniformly at random from a finite set of mutation rates. These empirical ob-

servations suggest that self-adaptation is capable of adapting the mutation rate in dynamic

environments. In the context of more practical problems, Serpell and Smith (2010) investi-

gated various self-adapting mutation rate mechanisms in the TSP. They demonstrated that

a GA applying self-adaptation of the mutation rate, using a set of discrete mutation rates,

yielded shorter mean paths compared to the best fixed-parameter GA.

In addition to self-adapting mutation rates, which is the primary focus of the aforemen-

tioned research, other parameters, such as the crossover rate, can also be adapted. Galaviz

56



2.3. Related Work

and Xuri (1996) empirically investigated the performance of GAs with self-adapting mutation

and crossover rates on several numerical functions and compared them to static GA. Muta-

tion rates and crossover rates were encoded as binary codes, which were then incorporated

into genotypes of individuals. They employed the same self-adapting mutation rate strategy

as proposed by Bäck (1992). To self-adapt the crossover rate, they applied the crossover

operator to two selected individuals with a probability equal to the average of their inherited

crossover rates. They evaluated the algorithms on several binary-coded, two-dimensional

continuous optimisation benchmark problems. Their findings revealed that GAs adapting

both mutation and crossover rates can achieve fitness values comparable to static GAs with

the most optimal settings, within the given budget of fitness evaluations. A subsequent study

by Bäck et al. (2000) proposed a “parameterless” GA, which featured self-adapting mutation

and crossover rates, as well as an adapting population size via the 1/5th-success-rule. From

their experiments on binary-coded ten-dimensional continuous optimisation benchmark prob-

lems, they discovered that this “parameterless” GA could outperform other GAs with only

one dynamic parameter. Eiben et al. (2006) explored self-adaptation of global parameters in

GAs, specifically the population size and the selection parameter. They encoded values into

the genotype of each individual, and the global parameters were determined by summing the

local votes of all individuals. On all benchmarking functions in their experiments, the mean

achieved fitness values for the GA with self-adapting selection parameter were statistically

higher than those of other self-adaptive GAs and fine-tuned GAs.

Empirical studies cannot guarantee the correctness of analysis for randomised heuristic

algorithms, as only a limited number of problem sizes can be explored in experiments. The-

oretical analysis, such as runtime analysis introduced in Section 2.2.3, can compensate for

this limitation. Moreover, the proofs underlying runtime analysis often yield a deeper un-

derstanding of the evolutionary process than experiments alone. However, it is usually chal-

lenging to achieve rigorous results even for simple algorithms on straightforward functions.
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In analysing self-adaptive algorithms, the difficulty increases, as it involves not only the

changing of solutions but also the dynamics of parameters. Therefore, compared to empir-

ical studies, theoretical research on self-adaptation in discrete optimisation is less explored.

Only a few theoretical studies on self-adaptation have emerged in the past decade. Dang

and Lehre (2016b) first proved that the 2-tournament EA with self-adapting two mutation

rates can perform effectively on the PeakedLO function, defined as

PeakedLO(x) :=


m if x = 0n,

LO(x) otherwise,
(2.21)

where a bitstring x ∈ {0, 1}n and m ∈ R for all n ∈ N. Their algorithm utilises a fitness-only

sorting partial order (Definition 2.2.4(a)) to sort the parent population before tournament

selection and adjusts the mutation rate for each offspring individual by switching to an alter-

native rate with probability pc. This probability serves as a self-adaptive strategy parameter

for the algorithm. They employed the level-based theorem (Corus et al., 2018) to estimate

the expected number of evaluations required for the 2-tournament EA with self-adaptive

mutation rates to escape local optima and achieve the global optimum, assuming the ini-

tial population starts from the local optimum 0n. As a comparison, they also provided the

runtime of the 2-tournament EA using either a fixed mutation rate or a uniformly chosen

mutation rate from two given rates for this problem. The study demonstrated that self-

adaptation, with a sufficiently low self-adaptive strategy parameter pc, can robustly control

mutation rates in non-elitist EAs. Moreover, this automated control can lead to exponential

speedups compared to EAs employing fixed mutation rates or uniform mixing of mutation

rates. Although this rigorous analysis provided the first evidence of the benefits of self-

adapting mutation rate mechanisms, it only involved two mutation rates.

Subsequent works on self-adapting mutation rates from a given interval were conducted by

Case and Lehre (2020) and B. Doerr et al. (2021). Case and Lehre (2020) demonstrated that

(µ, λ) self-adaptive EA (defined in Section 2.2.1) can be effective on the unknown structure
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version of the LeadingOnes function:

LeadingOnesk(x) :=
k∑
i=1

i∏
j=1

xj (2.22)

where a bitstring x ∈ {0, 1}n and k ∈ [n] for all n ∈ N. Here, the term structure in

this context refers to the number of relevant bit-positions, which are determined by the

parameter k. Static mutation-only EAs, such as the (1+1) EA, require knowledge of k to

set the “right” mutation rate for optimal performance, which corresponds to an asymptotic

mutation rate of Θ(1/k) (Cathabard et al., 2011). In the context of unknown structure,

the algorithm has black-box access to the function, meaning it is aware of n but not k.

This algorithm employs (µ, λ) selection to choose individuals from the parent population,

which is sorted according to a fitness-first sorting partial order (Definition 2.2.4(b)). Next,

the mutation rates of selected individuals are self-adapted by multiplying with A with a

probability of pinc or multiplying with b otherwise, where self-adaptive parameters A > 1 and

pinc, b ∈ (0, 1). Finally, individuals in the offspring population are generated using a bitwise

mutation operator with the updated mutation rate. Theoretical results have shown that

the runtime of (µ, λ) self-adaptive EA is asymptotically optimal among all unary unbiased

black-box algorithms (Cathabard et al., 2011). Their analysis partitioned the search space

of the solution and mutation rate into two-dimensional levels. Following this, the level-based

theorem (Corus et al., 2018) (presented in Theorem 2.2.1) was employed to estimate the

runtime.

Another study on self-adapting mutation rates within an interval is by B. Doerr et al.

(2021), who rigorously analysed a self-adaptation mechanism for the (1, λ) EA. In this

mechanism, the mutation rate χ/n is adjusted by either multiplying or dividing by a constant

F > 1 (selected uniformly at random) before mutating the solution. They demonstrated that

the algorithm optimises the OneMax function in an expected runtime O (n log(n)), which is

the best possible result for mutation-only EAs (Lehre and Witt, 2012). In the opinion of the

author of this thesis, it is more appropriate to classify the algorithm as adaptive rather than
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self-adaptive, despite the authors referring to it as self-adaptive in B. Doerr et al. (2021).

This is because each generation contains only one parent, leading to a single parameter

setting. Thus, the process of producing the next parent individual can be described without

the context of self-adaptation: First, generate λ offspring using two mutation rates, Fχ/n

and χ/(Fn), selected uniformly at random to mutate the current parent individual. Then,

select the fittest individual as the next parent and set the mutation rate to the one used

for that individual. There is no need to “store” the mutation rate in the genotype of each

individual. This approach is similar to the self-adjusting (adaptive) (1+λ) EA introduced

in (B. Doerr et al., 2019).

Overall, although there are theoretical studies on self-adaptation demonstrating efficiency

and effectiveness on various benchmarking functions and scenarios, empirical research also

suggests that self-adaptation may be beneficial for dynamic optimisation and multi-modal

functions. However, the theoretical investigation of these specific scenarios remains limited,

such as uncertain environments.

2.3.3 EAs in Uncertain Environments

In many cases, obtaining the exact objective value of a search point is challenging, or the fit-

ness function may change over time. As a result, a variety of uncertainties must be considered

in real-world optimisation (Jin and Branke, 2005). While most studies on how EAs respond

to uncertainties are empirical (Cruz et al., 2011; Jin and Branke, 2005; T. T. Nguyen et al.,

2012), there is also a wealth of rigours analyses of EAs under noise. In uncertain environ-

ments, theoretical analyses of EAs have explored three types of uncertainty: noise, dynamic,

and partial evaluation. This section primarily focuses on related work in noisy and dynamic

optimisation. For partial evaluation, readers are referred to (Dang and Lehre, 2016a; B.

Doerr et al., 2012). Through theoretical analysis, researchers aim to understand how uncer-
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tainty affects the behaviour of EAs, such as runtime, and identify effective strategies and

parameter settings for addressing uncertainty. Section 2.2.5 provided preliminaries related

to noise and dynamics. Furthermore, Sections 2.3.3.1 and 2.3.3.2, will present summaries of

notable theoretical works in the fields of noisy and dynamic optimisation, respectively.

2.3.3.1 Noisy Optimisation

In optimising noisy fitness functions, the algorithm cannot rely on obtaining exact objective

values, as they may be affected by noise. Due to the difficulty of analysing EAs in the presence

of noise, most existing theoretical studies have focused on two simple functions: OneMax

and LeadingOnes under in noisy environments. As introduced in Section 2.2.5, the noise

level is describes the degree of noise affecting the evaluation. Initial research demonstrated

that several simple EAs can be robust to moderate noise levels but can become inefficient

when faced with high levels of noise. For instance, the runtimes of (1+1) EA on Leadin-

gOnes are polynomial if noise levels (descriptions of noise levels shown in Section 2.2.5) are

q ∈ O(log(n)/n2) and p ∈ O(log(n)/n3) under one-bit noise and bit-wise noise, respectively

(Sudholt, 2021). In contrast, runtimes become exponential if noise levels are q ∈ Ω(1/n) and

p ∈ Ω(1/n2) (Sudholt, 2021).

A common method to cope with high levels of uncertainty is using a resampling strategy

which averages the value of many uncertain evaluations (Qian et al., 2019; Qian et al., 2018).

The (1+1) EA using a resampling strategy solves OneMax and LeadingOnes in high-level

one-bit, bit-wise and Gaussian noise models in expected polynomial time (Qian et al., 2019;

Qian et al., 2018). For instance, the runtime of the (1+1) EA using a resampling strategy

remains polynomial on LeadingOnes under the one-bit noise model with any noise level q ∈

[0, 1]. More specifically, this algorithm guarantees a runtime ofO(mn8), ifm = 4n4 log(n)/15,

where sample size m represents the parameter defining the number of evaluations for each
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individual (Qian et al., 2019). However, the drawback of using a resampling strategy is

that it may “waste” numerous evaluations if the noise level is small or even non-existent.

For example, the runtime of the original (1+1) EA is O(n2) on LeadingOnes in the one-

bit noise model with q ∈ O(1/n2) (Sudholt, 2021). Therefore, the algorithm employing a

resampling strategy requires prior knowledge of the noise level to set appropriate parameters

for optimal performance. Furthermore, the resampling strategy cannot discern the fitter of

two search points if the expected noisy fitness values are identical, regardless of the sample

size settings. For instance, Qian et al. (2021) demonstrated that the (1+1) EA fails in

the symmetric noise model, where the fitness value of a search point x is C −OM(x) with

probability q = 1/2 and OM(x) otherwise, with C ∈ R (a particular case of Definition 2.2.15).

In this case, the expected noisy fitness value of any search point is always C.

Employing a population is another common approach to address noise. With respect to

the aforementioned symmetric noise model, where the resampling strategy encounters dif-

ficulties, Qian et al. (2021) demonstrated that the (µ+1) EA and the (1+λ) EA can solve

the OneMax problem in the symmetric noise model within an expected polynomial time.

Also, using a population, the algorithm can tolerate higher levels of noise compared with

single-individual EAs. For instance, Gießen and Kötzing (2016) demonstrated that the run-

time of the (1+λ) EA on LeadingOnes under one-bit noise with [0, 1/2] is O(n2), provided

that the population size is λ ≥ 3.42 log(n) and λ ∈ O(n). Utilising a non-elitist population

has also proven to be efficient under noise. Dang and Lehre (2015) demonstrated that 2-

tournament EAs with a sufficiently large population size and a conservative mutation rate

yields an expected runtime of O(n log(n) log(log(n))) on OneMax under any one-bit noise

level. Additionally, they proved that the non-elitist EA can handle extremely high levels

of Gaussian noise (Dang and Lehre, 2015). As mentioned in Section 2.2.1, the parameter

setting, particularly the mutation rate, is crucial for non-elitist EAs. Their analysis solely

considers a specific, sufficiently small mutation rate to cope with noise. However, the results

62



2.3. Related Work

of the relationship for non-elitist EAs between the mutation rate, noise level, population

size, and runtime are currently incomplete. Gaining insight into how noise affects the algo-

rithms is valuable. More importantly, understanding this relationship is essential for setting

appropriate parameters to achieve the highest possible performance.

Concerning the focus of this thesis, the robustness of non-elitist EAs with self-adaptation

remains uncertain in noisy environments. Although Dang and Lehre (2015) did not provide

precise guidance on setting the mutation rate under noise, they recommended using a small

mutation rate. Based on this, we believe controlling the mutation rate is necessary in noisy

environments. Exploring self-adapting mutation rates appears to be a promising avenue.

Several algorithms, somewhat broader in scope than EAs, can also handle noise. These

include estimation of distribution algorithms (EDAs) (Friedrich et al., 2016), ant colony

optimisation (ACO) (Friedrich et al., 2016), and the voting algorithm (Aishwaryaprajna and

Rowe, 2023; Rowe and Aishwaryaprajna, 2019). Although these results are not included

in the discussion of this thesis, we refer to Tables 2.3-2.10 for more details. These tables

summarise recent theoretical studies of randomised heuristic algorithms in noisy settings

(including those obtained in this thesis). Tables 2.3 and 2.4 show results for the one-bit

noise model (q) on OneMax and LeadingOnes, respectively. Table 2.5 and 2.6 show results

for the bit-wise noise model (p) on OneMax and LeadingOnes, respectively. Table 2.7

and 2.8 show results for the Gaussian noise model (σ) on OneMax and LeadingOnes,

respectively. Tables 2.9 and 2.10 show results for the symmetric noise model (C, q) on

OneMax and LeadingOnes, respectively. Note that the previous studies in (Qian et al.,

2021; Qian et al., 2018) do not provide exact runtimes. In these cases, the runtime results

are deduced from proofs.
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2.3.3.2 Dynamic Optimisation

In dynamic optimisation problems, the objective function changes over time. Many rigorous

analyses of EAs and other randomised search heuristics in dynamic environments have been

published in the previous two decades. Table 2.11 summarises existing theoretical works on

dynamic problems in EC. These studies can be categorised into three types, each fulfilling

the criteria outlined in Definition 2.2.16. The first type of research aims to evaluate the

performance of algorithms optimising a dynamic function with randomly changing optima.

The criteria can be the number of evaluations when the algorithm first hits the current

optima. The second type of research is to analyse the runtime of algorithms on a dynamic

function with a global and unique optimum. The third type of study examines the ability

to track dynamic optima. This type of problem has a sequence (path) of optima and the

optimum changes over time. The algorithms need to follow the path and find and hold the

current optimal solutions before the next change; otherwise, they will get lost soon.

At the early stage of the theoretical analysis of EAs applied to dynamic optimisation,

Droste (2002, 2003) examined a simple EA, the (1+1) EA, on the dynamic version of One-

Max. In this function, each iteration generates a new optimum by flipping the last optimal

bitstring bit-wisely with probability q. They proved that the (1+1) EA “catches” an optimal

solution in polynomial time if and only if q = O (log(n)/n2). Subsequently, Kötzing et al.

(2015) broadened the analysis from bitstrings to larger alphabets. It was demonstrated that

the number of values per dimension does not impact the performance of the (1+1) EA.

Rohlfshagen et al. (2009) illustrated some counter-intuitive scenarios that provide insights

into how the dynamics of a function can influence the runtime of this simple algorithm.

Specifically, they introduced the function Magnitude, where the relocation time of the

global optimum for the (1+1) EA is less than n2 log n with high probability when the mag-

nitude of change is large, indicating efficiency. However, when the magnitude of change is
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small, the expected time to relocate the global optimum becomes eΩ(n), pointing to signifi-

cant inefficiency. Similarly, the expected runtime of the (1+1) EA on the Balance function

is O(n2), signifying efficiency, for high change frequencies, and is nΩ(
√
n), implying severe in-

efficiency, for low change frequencies. These findings contribute to a deeper comprehension

of dynamic optimisation.

Using a population can enhance the capability of EAs in dynamic optimisation. In a pi-

oneering work, Jansen and Schellbach (2005) conducted an analysis on a population-based

algorithm, the (1+λ) EA, though it was applied to a straightforward OneMax-variant prob-

lem in a two-dimensional lattice. More recently, Dang et al. (2017) introduced a class of dy-

namic optimisation problems to investigate the role of populations in dynamic environments.

They proved that the (1+1) EA and the RLS lose the optimal solution region with constant

probability at any generation, whereas the non-elitist population-based EAs remain within

the optimal region for a long time with probability 1− e−Ω(nε), where c, ε > 0 are constants

(Dang et al., 2017).

In certain dynamic scenarios, only using a population might be insufficient, and the in-

clusion of other mechanisms such as diversity mechanisms and parallelisation could be ben-

eficial. For instance, with the Balance function, Oliveto and Zarges (2013) rigorously

demonstrated that the original (µ+1) EA fails, yielding an exponential runtime, if the fre-

quency of change is low enough. However, a (µ+1) EA that employs a fitness-diversity

mechanism can guarantee a polynomial expected runtime irrespectively of the frequency. In

another example, Kötzing and Molter (2012) proposed the Maze function where the opti-

mum switches from 1n to 0n with n steps of change. In this scenario, each transition modifies

a single bit from the preceding “optimal” bitstring, and the interval between two successive

changes is (kn3 log(n))-generations, given a constant k > 0. The (1+1) EA fails to keep

track of and reach the final optima. On the other hand, the parallel (1+1) EA can success-

fully trace the Maze function (Lissovoi and Witt, 2017). Beyond EAs, other randomised
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heuristic algorithms also hold promise for solving dynamic optimisation problems. To illus-

trate, Kötzing and Molter (2012) established that a simplified version of the Max-Min Ant

System (MMAS) ant colony optimisation (ACO) algorithm can effectively track and reach

the final optima of the Maze function.

As discussed in Section 2.3.2, the runtime of EAs on objective functions with different

structures is significantly affected by the mutation rate used. However, there is currently no

existing study that investigates the sequence of objective functions in dynamic optimisation

with varied structures. Additionally, as discussed in Section 2.3.2, two empirical studies

(Bäck and Schütz, 1996; Smith, 2001) have demonstrated that self-adaptation can respond to

changes in fitness functions, such as switching between OneMax and ZeroMax. Therefore,

using a self-adaptive parameter control mechanism to adapt the mutation rate under this

kind of dynamic is promising. However, the full extent of the advantages of self-adaptation

in dynamic optimisation problems is still not fully understood.

2.3.4 EAs on Multi-modal Landscapes

Fitness landscapes offer an abstract way to express the relationship between search points

and their corresponding fitness on fitness functions (Malan, 2021). The concept of a fitness

landscape was first introduced by (Wright, 1932). Wright depicted this idea through an

abstract, two-dimensional contour plot of fitness values, providing an intuitive illustration of

the evolutionary processes occurring in a high-dimensional space. Moreover, the application

of fitness landscapes has extended beyond the realm of biological evolution, encompassing

areas such as computational evolution, including EAs. A fitness landscape is defined as

comprising three elements (Stadler, 2002): (1) a set Sz of solutions (search points) for the

problem instance z; (2) a definition of distance (neighbourhood) on Sz, and (3) a fitness

function f : Sz → R. Replacing f with a more general objective function, these three
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Chapter 2. Background

basic elements can be used to describe landscapes in a wide range of contexts such as com-

binatorial optimisation. In the realm of fitness landscapes for optimising pseudo-Boolean

functions using mutation-only EA, Hamming distance is typically utilised. This is because

the application of Hamming distance as a metric in the fitness landscape provides a direct

mechanism to traverse the search space. In mutation-only EAs, a bit-wise mutation equates

to a transition to a neighbouring point in the Hamming shell.

The class of multi-modal functions comprises landscapes with locally optimal search point,

where a local optima search point, denoted as x̄, satisfies the condition f(x̄) ≥ f(x) for all

x ∈ Nk(x̄). Here, Nk(x̄) denotes the set of neighbouring search points. Nonetheless, x̄

is still inferior to the optimal solution x∗, i.e., f(x̄) < f(x∗). To escape local optima,

one possible method involves using a bitwise mutation operator to directly “jump” from

local optima to search points with higher fitness. This is achieved by flipping multiple bits

simultaneously. As an illustration, by setting the mutation rate χ/n = k/n in the (1+1) EA,

an optimal expected runtime of O
(
nk

kk

(
n

n−k

)n−k) can be achieved on the Jumpk function,

which is bimodal as outlined in Eq. (2.11) (B. Doerr et al., 2017). To determine this optimal

mutation rate, the mechanism of stagnation detection (Rajabi and Witt, 2022), discussed in

Section 2.3.1.2, has been proven to be helpful. However, longer optimisation time may be

necessitated if the jump distance k is extensive. For example, the runtime of the (1+1) EA

algorithm could increase exponentially if k = Θ(n) on the Jumpk function.

The application of a crossover operator can potentially shorten the expected time required

to escape local optima, a proposition initially established by Jansen and Wegener (2002).

Following this work, more detailed analysis reveals that the (µ+ 1) GA with crossover only

requires time O(n3) if the jump size k = 4 on Jumpk (Dang et al., 2018).

Contrarily, the (1+1) EA with the optimal mutation rate χ/n = k/n guarantees a runtime

of O(n4). Regarding another GA, mentioned in Section 2.3.1.2, the (1 + (λ, λ)) GA guaran-
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tees a O(n2.5) runtime in this specific case (Antipov et al., 2022). Nevertheless, parameter

tuning is necessary. Hevia Fajardo and Sudholt (2023) demonstrated that employing an

adaptive population size in the (1 + (λ, λ)) GA algorithm, in conjunction with a reset mech-

anism, can effectively assist in configuring the parameter settings on optimising Jumpk, as

related to the discussion in Section 2.3.1.2. This self-adjusting (1 + (λ, λ)) GA guarantees a

runtime as low as the (1+1) EA with the optimal mutation rate.

Recently, it has been proven that non-elitism can facilitate the escape from local optima.

Non-elitist EAs can “jump” a large Hamming distance. But they can potentially also maintain

less fit individuals in the population, allowing the population to cross a fitness valley, which is

a set of search points surrounded by higher fitness value search points. They might keep some

currently low but potentially high fitness individuals in the population and optimise them

“smoothly”. A tunable problem class SparseLocalOpt was proposed to describe a kind of

fitness landscapes with sparse deceptive regions (sparse local optima) and dense fitness valleys

(Dang et al., 2021b). Informally, every search point in a dense set has many neighbours in

that set, and every search point in a sparse set has few members in any direction. The formal

definition of the SparseLocalOpt problem class is given in Definitions 1-4 in (Dang et al.,

2021b). Dang et al. (2021b) show that EAs with a non-linear selection and a sufficiently high

mutation rate, i.e., close to the error threshold, can cope with sparse local optima. Non-

linear selection is a type of non-elitist selection, in which the probability of each individual

to be selected is based on its rank in the population, e.g., tournament selection. Typically,

the fitter individual has a higher probability to be selected, but the worse individual still

has some chance to be chosen. From their analysis, non-linear selection and sufficiently high

mutation rates can limit the percentage of “sparse” local optimal individuals in the population

by choosing a sufficiently high mutation rate. The reason is that the sparse local optimal

individuals can have a higher chance to be selected but can only survive a small percentage

of such individuals after mutation, while the dense fitness valley individuals may have less
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chance of being selected but can have higher chance of surviving mutation. However, the

performance of the non-elitist EA depends critically on choosing the “right” mutation rate,

which should be sufficiently high but below the error threshold. Moreover, finding such a

mutation rate might be difficult or infeasible for some problem instances with not too sparse

local optima.
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Chapter Three

Fixed Parameter Settings

in Uncertain Environments

Authors: Per Kristian Lehre and Xiaoyu Qin

This chapter is based on the following publications:

More Precise Runtime Analyses of Non-elitist Evolutionary Algorithms in Uncertain

Environments (Lehre and Qin, 2021, 2022a) which are published in Proceedings of the

Genetic and Evolutionary Computation Conference (GECCO’21) and Algorithmica (2022).
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Chapter 3. Fixed Parameter Settings in Uncertain Environments

3.1 Introduction

Real-world applications often involve “uncertain” objectives, i.e., where optimisation algo-

rithms observe objective values as a random variables with positive variance. In the past

decade, several rigorous analysis results for evolutionary algorithms (EAs) on discrete prob-

lems show that EAs can cope with low-level uncertainties, i.e. when the variance of the

uncertain objective value is small. Previous work showed that a large population combined

with a non-elitist selection mechanism is a promising approach to handle high levels of un-

certainty. However, the population size and the mutation rate can dramatically impact the

performance of non-elitist EAs, and the optimal choices of these parameters depend on the

level of uncertainty in the objective function. The performance and the required param-

eter settings for non-elitist EAs in some common objective-uncertainty scenarios are still

unknown.

In this chapter, we theoretically analyse the runtime of non-elitist EAs with 2-tournament

and (µ, λ) selection in several uncertain settings. For the 2-tournament EA, we first use the

level-based theorem (Corus et al., 2018) to derive a general theorem in uncertain environ-

ments. Then we apply this general theorem to obtain upper bounds of runtimes on OneMax

and LeadingOnes in prior and posterior noise models, i.e., one-bit, bit-wise, Gaussian and

symmetric noise models. In noisy settings, our analyses are more extensive and precise

than previous analyses of non-elitist EAs (Dang and Lehre, 2015). We provide more precise

guidance on how to choose the mutation rate and the population size as a function of the

level of uncertainty. We also use the negative drift theorem for populations (Lehre, 2010) to

show that a too high mutation rate relative to the noise level leads to an exponentially low

probability to find the optimum within exponential time. For the (µ, λ) EA, we analyse the

runtime under symmetric noise for the first time. Similarly, we provide guidance on how to

choose the mutation rate, the selective pressure and the population size as a function of the
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3.2. 2-tournament EA in Uncertain Environments

noise level. We also show that too low selective pressure, i.e., low reproductive rate λ/µ, and

too high mutation rate according to the noise level lead to inefficient optimisation. Overall,

in several noisy settings, we prove that non-elitist EAs outperform the current state of the

art results (see Tables 2.3-2.10). Finally, we prove for the first time that non-elitist EAs can

optimise the DBV problem in expected polynomial time.

The chapter is structured as follows: Section 3.2 provides a general theorem for analysing

non-elitist EAs (Algorithm 3) with 2-tournament selection (Algorithm 5) in uncertain en-

vironments. In Section 3.3, we consider four noise models. We prove that the expected

runtime of the 2-tournament EA on OneMax and LeadingOnes under one-bit, bit-wise

and Gaussian noise are polynomial for appropriate parameter settings in Sections 3.3.1, 3.3.2

and 3.3.3, respectively. In Section 3.3.4, we show that non-elitist EAs with 2-tournament

and (µ, λ) selection (Algorithm 6) can find the optimum of OneMax and LeadingOnes

under symmetric noise in expected polynomial time if using appropriate parameter settings,

otherwise runtimes are exponential. Section 3.4 then shows the runtime analysis for the

2-tournament EA on the DBV function. Finally, Section 3.5 concludes the chapter.

3.2 2-tournament EA in Uncertain Environments

In this section, we introduce a general result (Theorem 3.2.1) which is an upper bound of

the expected runtime of the 2-tournament EA in uncertain environments. The key step is to

estimate the probability of the “real” fittest individual being selected from x1 and x2 in line 3

of Algorithm 5. In an uncertainty-free case, the fittest individual is selected with probability

1. In uncertain environments, condition (C2) of Theorem 3.2.1 is satisfied if the probability

that the truly fitter individual is selected is greater than 1/2. We call this probability minus

1/2 fitness bias. This property of an uncertain problem decides how small the mutation
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rate should be set, how large the population size should be and how fast the algorithm can

achieve the optimum. We summarise fitness biases in some noisy scenarios in Lemma 3.2.1.

Note that the concept of fitness bias only describes a property of an uncertainty model for

2-tournament selection.

The general theorem for the 2-tournament EA is derived from the level-based theorem

(Theorem 2.2.1). Condition (C1) is to estimate a lower bound of the probability of “level

upgrading”, i.e., producing an individual in level j+1 after mutation of an individual in level

j. Condition (C2) shows the fitness bias in uncertain environments. Condition (C3) states

the required population size. Finally, we can get an upper bound for the runtime.

Theorem 3.2.1. Let (A0, A1 . . . Am) be a fitness partition of a finite state space X . Let

T := min{2tλ | |Pt ∩ Am| > 0} be the first point in time that the elements of Am appear in

Pt of the 2-tournament EA with noisy function fn(x) and mutation rate χ/n. If there exist

h0, h1, ..., hm−1 and θ ∈ (0, 1/2], and where χ ∈ (0, ln(1 + 2θζ)) for an arbitrary constant

ζ ∈ (0, 1), such that, for an arbitrary constant ξ ∈ (0, 1/16),

(C1) for all j ∈ [0..m− 1],

Pr(y ∈ A≥j+1 | z ∈ Aj) ≥ hj,

(C2) for all j ∈ [0..m− 2], and all search points x1 ∈ A≥j+1 and x2 ∈ A≤j, it follows

Pr (fn(x1) > fn(x2)) +
1

2
Pr (fn(x1) = fn(x2)) ≥

1

2
+ θ,

(C3) and the population size λ ∈ N satisfies

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
,

then

E[T ] <
16 (1 + o(1))

θ2ξ(1− ζ)2
m−1∑
j=0

(
λ ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2hj

)
.
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Proof. We use the level-based theorem (Theorem 2.2.1) to prove Theorem 3.2.1. Firstly, we

derive some inequalities which are used later. From θ ∈ (0, 1/2], ζ ∈ (0, 1) and 0 < χ <

ln(1 + 2θζ) which are assumptions of Theorem 3.2.1, we obtain

eχ < 1 + 2θζ (3.1)

(1 + 2θ)− eχ > 2θ(1− ζ). (3.2)

Then we define ε and γ0 which are used later. Let constant ε :=
(
1 +

√
1− 4

√
ξ
)
/2, and

we know that ε ∈ (1/2, 1) by ξ ∈ (0, 1/16). We define γ0 := (1+2θ)−exp(χ)
2θ

(1−ε). By Eq. (3.2),

we know that

γ0 =
(1 + 2θ)− eχ

2θ
(1− ε) > 2θ(1− ζ)(1− ε)

2θ
= (1− ζ)(1− ε). (3.3)

We first show that condition (G2) of Theorem 2.2.1 holds. We define the “current level”

to be the highest level j ∈ [0..m − 1] such that there are at least γ0λ individuals in level

j or higher, and there are fewer than γ0λ individuals in level j + 1 or higher. Following

condition (G2) of Theorem 2.2.1, we assume that the current level is j ≤ m − 2, which

means that there are at least γ0λ individuals of the population Pt in A≥j, and at least γλ

but less than γ0λ individuals in A≥j+1. Let x1 and x2 be the individuals selected from the

population Pt in lines 1 and 2 of 2-tournament selection (Algorithm 5), z be the solution

after comparison in line 3 of 2-tournament selection (Algorithm 5), and y be the solution

after mutating corresponding to line 4 of Algorithm 3.

Now we estimate a lower bound on the probability that the offspring y is still in A≥j+1.

By the law of total probability, Pr(y ∈ A≥j+1) ≥ Pr(z ∈ A≥j+1) · Pr(y ∈ A≥j+1|z ∈ A≥j+1).

The probability of selecting an individual z which is in A≥j+1 via binary tournament is

composed of two cases. The first case is both x1 and x2 which are selected in lines 1 and 2 of

Algorithm 5 are in A≥j+1 whose probability is at least γ2. The second case is that x1 or x2

is evaluated to be in A≥j+1, whereas the other is evaluated to be in A≤j. In this case, noise
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leads to incorrect comparison in line 3 of Algorithm 5 with some probability. Let S be the

event of a successful comparison, i.e. the better individual of x1 and x2 is exactly selected

from line 3 of Algorithm 5. Hence, the second case occurs with probability 2(1− γ)γ Pr(S).

Then, Pr(z ∈ A≥j+1) ≥ γ2 + 2(1− γ)γ Pr(S).

To estimate a lower bound for Pr(S), we assume without loss of generality x1 ∈ A≥j+1

and x2 ∈ A≤j. Then, by condition (C2),

Pr(S) = Pr(fn(x1) > fn(x2)) +
1

2
Pr(fn(x1) = fn(x2))

≥ 1

2
+ θ.

To estimate a lower bound for Pr(y ∈ A≥j+1 | z ∈ A≥j+1), we only consider the case that

the mutation operator does not flip any bits, then by Lemma A.2.5 and Lemma A.2.4,

Pr(y ∈ A≥j+1 | z ∈ A≥j+1) ≥
(
1− χ

n

)n
≥ e−χ

(
1− χ2

n

)
≥ e−χ

(
1− 2θ

n

)

for all n > 1.

Overall, we can get a lower bound for Pr(y ∈ A≥j+1) by plugging in Pr(z ∈ A≥j+1),

Pr(y ∈ A≥j+1|z ∈ A≥j+1) and Pr(S),

Pr(y ∈ A≥j+1) >
(
γ2 + 2(1− γ)γ Pr(S)

)
e−χ

(
1− 2θ

n

)
≥
(
γ2 + 2(1− γ)γ

(
1

2
+ θ

))
e−χ

(
1− 2θ

n

)
≥ γ (1 + 2θ − 2θγ0) e

−χ
(
1− 2θ

n

)
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by the definition of γ0 = (1+2θ)−exp(χ)
2θ

(1− ε),

= γ (1 + 2θ − (1 + 2θ − eχ) + (1 + 2θ − eχ) ε) e−χ
(
1− 2θ

n

)
= γ

(
1 + (1 + 2θ − eχ) εe−χ

)(
1− 2θ

n

)

letting δ := (1 + (1 + 2θ − eχ) εe−χ) (1− 2θ/n)− 1,

= γ(1 + δ). (3.4)

Now we prove that δ > 0, where

δ =
(
1 + (1 + 2θ − eχ) εe−χ

)(
1− 2θ

n

)
− 1

by Eq. (3.1),

>
(
1 + 2θe−χε(1− ζ)

)(
1− 2θ

n

)
− 1

= 2θe−χε(1− ζ)− 2θ

n

(
1 + 2θe−χε

)
+

4θ2e−χεζ

n

> 2θe−χε(1− ζ)− 6θ

n

= θ

(
2e−χε(1− ζ)− 6

n

)

by Eq. (3.1), we have eχ < 1 + 2θζ < 1 + 2θ < 2,

> θ

(
ε(1− ζ)− 6

n

)
= θε(1− ζ) (1− o(1)) . (3.5)

Thus, we get δ > 0 so condition (G2) of Theorem 2.2.1 holds from Eq. (3.4).

To verify condition (G1), we estimate the probability of sampling an individual beyond

the current level of the population. We assume there are at least γ0λ individuals in A≥j
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where j ∈ [0..m− 1]. We only consider the case that the selected individuals are both in Aj

in lines 1 and 2 of Algorithm 5, and the individual increases its level after mutation,

Pr(y ∈ A≥j+1) ≥ γ20 Pr(y ∈ A≥j+1 | z ∈ A≥j)

≥ γ20hj =: zj.

Condition (G3) requires the population size to satisfy

4

γ0δ2
ln

(
128(m+ 1)

min{zj}δ2

)
=

4

γ0δ2
ln

(
128(m+ 1)

γ20 min{hj}δ2

)
by Eq. (3.3) and (3.5),

<
4 (1 + o(1))

(1− ζ)(1− ε) (θε(1− ζ))2
· ln

(
128(m+ 1) (1 + o(1))

(1− ζ)2(1− ε)2 (θε(1− ζ))2min{hj}

)

=
4 (1 + o(1))

θ2ε2(1− ε)(1− ζ)3
ln

(
128(m+ 1)

θ2ε2(1− ε)2(1− ζ)4min{hj}

)
<

4 (1 + o(1))

θ2ε2(1− ε)2(1− ζ)4
ln

(
128(m+ 1)

θ2ε2(1− ε)2(1− ζ)4min{hj}

)
because ε2(1− ε)2 = ξ by the definition of ε =

(
1 +

√
1− 4

√
ξ
)
/2,

<
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
< λ.

Therefore, condition (C3) of Theorem 3.2.1 guarantees that the population size satisfies

condition (G3) of Theorem 2.2.1.

Finally, all conditions of Theorem 2.2.1 hold and the expected time (the reevaluation

strategy is taken into account) to reach the optimum is no more than

E[T ] ≤ 2 · 8
δ2

m−1∑
j=0

(
λ ln

(
6δλ

4 + zjδλ

)
+

1

zj

)

<
16

δ2

m−1∑
j=0

(
λ ln

(
6

zj

)
+

1

zj

)

≤ 16

δ2

m−1∑
j=0

(
λ ln

(
6

γ20hj

)
+

1

γ20hj

)
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by Eq. (3.3) and (3.5),

<
16 (1 + o(1))

θ2ε2(1− ζ)2
m−1∑
j=0

(
λ ln

(
6

(1− ε)2(1− ζ)2hj

)
+

1/hj
(1− ε)2(1− ζ)2

)

<
16 (1 + o(1))

θ2ε2(1− ε)2(1− ζ)2
m−1∑
j=0

(
λ ln

(
6

ε2(1− ε)2(1− ζ)2hj

)
+

1/hj
ε2(1− ε)2(1− ζ)2

)

=
16 (1 + o(1))

θ2ξ(1− ζ)2
m−1∑
j=0

(
λ ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2hj

)
.

In Lemma 3.2.1, we show fitness biases of OneMax and LeadingOnes functions in the

one-bit, the bit-wise, the Gaussian and the symmetric noise models.

Lemma 3.2.1. Let Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n] be a partition of {0, 1}n.

Let x1 and x2 be two individuals in A≥j+1 and A≤j respectively, where j ∈ [0..n − 2], then

θ1 ≤ Pr
(
fn(x1) > fn(x2)) +

1
2
Pr(fn(x1) = fn(x2)

)
− 1/2 ≤ θ2 where

(a) θ1 = 1/2 − q/2(1 − q/2) − q/(2n0) for q ∈ [0, 1) and n0 ∈ [3,∞) on OneMax in the

one-bit noise model (q),

(b) θ1 = 1/2− q(1− q/2) for q ∈ [0, 1) on LeadingOnes in the one-bit noise model (q),

(c) θ1 =
9(1/2−p)

64
√
2pn+16

for p ∈ (0, 1/2) on OneMax in the bit-wise noise model (p),

(d) θ1 = (1/2− 3p/2) e−3np for p ∈ [0, 1/3) on LeadingOnes in the bit-wise noise model

(p), and

(e) θ1 = 1/(6 + 48σ/π) for σ > 0 on OneMax and LeadingOnes in the Gaussian noise

model (σ2).

(f) θ1 = θ2 = 1/2− q for any C ∈ R and q ∈ [0, 1/2) on OneMax and LeadingOnes in

the symmetric noise model (C, q).
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Proof. Let E be the event that fn(x1) > fn(x2) or individual x1 is selected uniformly from

{x1, x2} if fn(x1) = fn(x2), then Pr(E) = Pr(fn(x1) > fn(x2)) +
1
2
Pr(fn(x1) = fn(x2)).

Now we derive the fitness bias in different cases.

(a) To estimate a lower bound for Pr(E) on the OneMax problem in the one-bit noise

model (q), we pessimistically assume that x1 ∈ Aj+1 and x2 ∈ Aj. Then we say that x1

“wins” if the event E happens, and we distinguish between four cases:

• Let E00 be the event that there is no noise, and x1 wins, then Pr(E00) = (1− q)2.

• Let E01 be the event that there is no noise in x1 and noise in x2, and x1 wins, then

Pr(E01) ≥ (1− q)q
((
1− j

n

)
1
2
+ j

n

)
= q(1− q)

(
j
2n

+ 1
2

)
.

• Let E10 be the event that there is noise in x1 and no noise in x2, and x1 wins, then

Pr(E10) ≥ q(1− q)
(
j+1
n
· 1
2
+
(
1− j+1

n

))
= q(1− q)

(
− j

2n
− 1

2n
+ 1
)
.

• Let E11 be the event that there is noise in x1 and x2, and x1 wins. There are two

situations leading x1 to win:

1. The noise flips one of the j + 1 1-bits of x1 and one of the j 1-bit of x2.

2. The noise flips one of n− (j + 1) 0-bits of x1.

Thus,

Pr(E11) ≥ q2
(
j + 1

n
· j
n
+

(
1− j + 1

n

))
=

(
(j + 1)(j − n)

n2
+ 1

)
q2

since (j + 1)(j − n) achieves the minimum when j = (n− 1)/2,

≥
(
3

4
− 1

2n

)
q2.
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By combining all four cases above, we obtain

Pr(E) ≥ Pr(E00) + Pr(E01) + Pr(E10) + Pr(E11)

≥ (1− q)2 + q(1− q)
(
j

2n
+

1

2

)
+ q(1− q)

(
− j

2n
− 1

2n
+ 1

)
+

(
3

4
− 1

2n

)
q2

= 1− q

2
+
q2

4
− q

2n

=
1

2
+

1

2
− q

2

(
1− q

2

)
− q

2n

≥ 1

2
+

1

2
− q

2

(
1− q

2

)
− q

2n0

=
1

2
+ θ

(b) To estimate a lower bound for Pr(E) on the LeadingOnes problem in the one-bit noise

model (q), we pessimistically assume that x1 ∈ Aj+1 and x2 ∈ Aj. We also pessimistically

assume that the suffix of x1, i.e. the bits after the (j + 2)-th position, are all 0-bits, and the

suffix of x2, i.e. the bits after the (j + 1)-th position, are all 1-bits, which is the worst case

because if the noise flips the (j +1)-th bit in x2, then x2 will have the maximal noisy fitness

n. We say that x1 “wins” if the event E happens, then we distinguish between four cases to

estimate Pr(E):

• Let E00 be the event that there is no noise, and x1 wins, then Pr(E00) = (1 − q)2 =

q2 − 2q + 1.

• Let E01 be the event that there is no noise in x1 and noise in x2, and x1 wins. By

the assumption of x2, x1 only fails if noise flips the only 0-bit in x2. Thus, Pr(E01) ≥

(1− q) · q · (1− 1/n) = − (1− 1/n) q2 + (1− 1/n) q.

• Let E10 be the event that there is noise in x1 and no noise in x2, and x1 wins. Unless

any of the first j + 1 1-bits of x1 is flipped, x1 wins. Therefore, Pr(E10) ≥ q · (1− q) ·

(1− (j + 1)/n) = − (1− (j + 1)/n) · q2 + (1− (j + 1)/n) q.
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• Let E11 be the event that there is noise in x1 and x2, and x1 wins. Because j = n− 2

is a special case, we first estimate the probability Pr(E11) when j ≤ n− 3. There are

four situations leading x1 to win:

1. The noise does not flip the first j + 1 1-bits of x1, and does not flip the 0-bit of

x2.

2. The noise flips the i-th 1-bits of x1 where i ≤ j+1, and flips one of the first i− 1

1-bits of x2,

3. The noise flips the same bit-position in the first j 1-bits of x1 and x2 (tie and half

chance to win).

4. The noise flips the (j + 1)-th 1-bit of x1, and does not flip the first j 1-bits of x2

(tie and half chance to win).

Thus,

Pr(E11) ≥ q2

((
1− j + 1

n

)(
1− 1

n

)
+

j+1∑
i=2

(
i− 1

n
· 1
n

)
+

j

2n2
+

1

2n

(
1− j + 1

n

))

=
(
j2/2− (n− 3/2) j + (n− 1)(2n− 1)/2

) q2
n2

since j2/2− (n− 3/2)j+(n− 1)(2n− 1)/2 is monotone decreasing as j increases when

j ≤ n− 3/2, Pr(E11) achieves the minimum if j = n− 3,

≥ 1

2

(
1 +

1

n2

)
q2

>
q2

2
.

Then we estimate Pr(E11) in the special case j = n−2. Since both x1 and x2 have one

0-bit to the optimum, i.e. x1 has only one 0-bit in the last position and x2 has only

one 0-bit in the penultimate position, there are five situations to leading x1 to win:

1. The noise flips the i-th 1-bits of x1 where i ≤ n− 1, and flips one of the first i− 1

1-bits of x2.
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2. The noise flips the same bit-position in the first n− 2 1-bits of x1 and x2 (tie and

half chance to win).

3. The noise flips the last 0-bits of x1, and does not flip the 0-bit of x2.

4. The noise flips both the 0-bits of x1 and x2 (tie and half chance to win).

5. The noise flips the (n − 1)-th 1-bit of x1, and flips the last 0-bits of x2 (tie and

half chance to win).

Thus,

Pr(E11) ≥ q2

(
n−1∑
i=2

(
i− 1

n
· 1
n

)
+
n− 2

2n2
+

1

n

(
1− 1

n

)
+

1

2n2
+

1

2n2

)
=
q2

2
.

Therefore, we obtain Pr(E11) ≥ q2/2 for all j ≤ n− 2.

By combining all four cases above and j ≤ n− 2, we obtain

Pr(E) ≥ Pr(E00) + Pr(E01) + Pr(E10) + Pr(E11)

≥ 1− j + 2

n
q +

(
j + 2

n
− 1

)
q2 +

q2

2

≥ 1− j + 2

n
(1− q)q − q2 + q2

2

≥ 1− (1− q)q − q2 + q2

2

= 1− q + q2

2

=
1

2
+

1

2
− q(1− q

2
)

=
1

2
+ θ.

(c) To estimate a lower bound for Pr(E) on the OneMax problem in the bit-wise noise

model (p), we pessimistically assume that x1 ∈ Aj+1 and x2 ∈ Aj, such that f(x1) = f(x2)+1.

There exists at least one bit-position i, such that x1 has a 1-bit in position i and x2 has a 0-bit

in position i. The remaining bits of x1 and x2 have the same number of 1-bits. Therefore,
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the bits after noise of x1 and x2 in position i decide the outcome of the fitness comparison.

Let x′1 and x′2 be two substrings obtained by excluding position i from x1 and x2 respectively.

Since each bit is flipped independently, we know that fn(x′1), fn(x′2) ∼ Bin (n− 1− j, p) +

Bin (j, (1− p)) which are Poisson-binomially distributed random variables with variance σ2 =

(1−p)p(n−1). Then we apply Lemma A.2.10 with σ =
√

(1− p)p(n− 1) ≤ √pn and d = 2

to obtain a lower bound for

Pr(fn(x′1) = fn(x′2)) ≥
(1− 1/22)2

2 · 2
√
2pn+ 1

≥ 9

64
√
2pn+ 16

. (3.6)

By symmetry, we know that Pr(fn(x′1) > fn(x′2)) = Pr(fn(x′1) < fn(x′2)). Let a =

Pr(fn(x′1) = fn(x′2)) and b = Pr(fn(x′1) > fn(x′2)), then we obtain a = 1− 2b. Thus,

Pr(E) = b+ a

(
(1− p)2 + 2 · 1

2
· p(1− p)

)
=

1

2
(1− a) + a · (1− p)

=
1

2
+

(
1

2
− p
)
a

by Eq. (3.6),

≥ 1

2
+

9 (1/2− p)
64
√
2pn+ 16

=
1

2
+ θ.

(d) To estimate a lower bound for Pr(E) on the LeadingOnes problem in the bit-wise

noise model (p), we pessimistically assume that x1 ∈ Aj+1 and x2 ∈ Aj. We also pessimisti-

cally assume that the suffix of x1, i.e. the bits after the (j+2)-th position, are all 0-bits, and

the suffix of x2, i.e. the bits after the (j+1)-th position, are all 1-bits, which is the worst case

since the noise flipping (j + 1)-th bit of x2 to achieve the optimum which leads to incorrect

comparison while the noise only can at most increase 1 fitness for x1. We distinguish between

three cases to estimate Pr(E):
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• Let E0 be the event that fn(x1) ≥ j +1 and fn(x2) ≤ j, then Pr(E0) = (1− p)j+1(1−

p) + (1− p)j+1p (1− (1− p)j) = (1− p(1− p)j) (1− p)j+1.

• Let E1i be the event that fn(x1) = i and fn(x2) ≤ i−1 for any i ∈ [1, j], then Pr(E1) =∑j
i=1 Pr(E1i) =

∑j
i=1

(
p(1− p)i · (1− (1− p)i)

)
= p

(∑j
i=1(1− p)i −

∑j
i=1(1− p)2i

)
,

by the sum of a geometric series,

Pr(E1) = p

(
1− (1− p)j+1

1− (1− p)
− 1− (1− p)2(j+1)

1− (1− p)2

)
=

1

2
− p

2(2− p)
− (1− p)j+1 +

1

2− p
(1− p)2(j+1).

• Let E2i be the event that fn(x1) = i and fn(x2) = i for any i ∈ [0, j] then x1 is selected

uniformly, then

Pr(E2) =
1

2

j∑
i=0

Pr(E2i)

=
1

2

(
j−1∑
i=0

p2(1− p)2i + p(1− p)(1− p)2j
)

since p < 1/3,

≥ 1

2

j∑
i=0

p2(1− p)2i

by the sum of a geometric series,

=
1

2
p2
(
1− (1− p)2(j+1)

1− (1− p)2

)
=

p

2(2− p)
− p

2(2− p)
(1− p)2(j+1).
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By combining all three cases above, we obtain

Pr(E) ≥ Pr(E0) + Pr(E1) + Pr(E2)

=
(
1− p(1− p)j

)
(1− p)j+1 +

1

2
− p

2(2− p)
− (1− p)j+1

+
1

2− p
(1− p)2(j+1) +

p

2(2− p)
− p

2(2− p)
(1− p)2(j+1)

=
1

2
+

(1− p)2(j+1)

2− p
− p

2(2− p)
(1− p)2(j+1) − p(1− p)2j+1

=
1

2
+

1

2
(1− p)2j+2 − p(1− p)2j+1 =

1

2
+

(
1

2
− 3

2
p

)
(1− p)2j+1

by
(
(1− x)1/x−1

)y ≥ e−y (see Lemma A.2.6),

≥ 1

2
+

(
1

2
− 3

2
p

)
e−(2j+1) p

1−p

>
1

2
+

(
1

2
− 3

2
p

)
e−2(j+2) p

1−p

by 0 ≤ j ≤ n− 2 and p ∈ [0, 1/3),

≥ 1

2
+

(
1

2
− 3

2
p

)
e−3np

≥ 1

2
+ θ.

(e) To estimate a lower bound for Pr(E) on the OneMax and LeadingOnes problems

in the Gaussian noise model (σ2), we pessimistically assume that x1 ∈ Aj+1 and x2 ∈ Aj.

Let X ∼ N (0, 2σ2) be a random variable, then

Pr(E) ≥ Pr(fn(x1)− fn(x2) > 0) = Pr(X > −1) = Pr(X < 1)
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by Lemma A.2.9 with x = 1 and standard deviation is
√
2σ,

> 1− 1/

√
π/(
√
2
√
2σ) + 4

=

(
1−

(
1/
√
π/(2σ) + 4

)2)
/
(
1 + 1/

√
π/(2σ) + 4

)
>

(
π/(2σ) + 3

π/(2σ) + 4

)
/
3

2

=
1 + 6σ/π

1 + 8σ/π
· 4
3
· 1
2

=
1

2
+

1

6 + 48σ/π

=
1

2
+ θ.

(f) To estimate a lower bound for Pr(E) on OneMax and LeadingOnes in the symmetric

noise model (C, q), we assume that x1 ∈ Aa and x2 ∈ Ab where a > b. Then we say that x1

“wins” if event E happens, and we distinguish between three cases:

• If a+b > C, then x1 wins if and only if there is noise in x2, i.e, Pr(E) = (1−q)2+(1−q)q.

• If a + b = C, then x1 wins if and only if there is no noise in both x1 and x2, or there

is noise in either x1 and x2 (same fitness values, so with half chance), i.e., Pr(E) =

(1− q)2 + (1− q)q/2 + q(1− q)/2.

• If a+ b < C, then x1 wins if and only if there is no noise in x2, i.e., Pr(E) = (1− q)2+

q(1− q).

Therefore, we obtain

Pr(E) = (1− q)2 + (1− q)q = 1

2
+

1

2
− q = 1

2
+ θ.
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3.3 Noisy Optimisation

This section provides runtime bounds for non-elitist EAs with 2-tournament and (µ, λ) selec-

tion on two classical functions in four noise models. We give the upper bound of runtime and

the appropriate parameter settings, e.g., mutation rate, which leads to efficient optimisation

for each noise model. In particular, we show for which parameter settings the non-elitist EA

is inefficient in the symmetric noise model.

3.3.1 One-bit Noise Model

Theorem 3.3.1 implies that one-bit noise does not impact the asymptotical runtime of the

2-tournament EA on OneMax if we choose a constant mutation parameter χ which satisfies

the assumption. However, we have fewer choices of the mutation rate as the level of is

noise growing. In contrast, the (1+1) EA becomes inefficient if the noise level is a constant

(see Tables 2.3 and 2.4). Compared to other EAs, e.g., ACO-fp, UMDA and (1+1) EA

(resampling), the 2-tournament EA can outperform the current state of the art results in

these two settings (see Tables 2.3 and 2.4).

Theorem 3.3.1. For any constant q ∈ [0, 1], any constant n0 ∈ [3,∞) and any χ ∈ (0, ln(1+

2θ)), where θ := 1/2−(q/2)(1−q/2)−q/(2n0), the 2-tournament EA with mutation rate χ/n

and population size λ > c log (n/χ) for a sufficiently large constant c achieves the optimum

on OneMax in the one-bit noise model (q) in expected time O (λn log(1/χ) + n log(n)/χ).

Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.1. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. By constants q ∈ [0, 1] and n0 ∈ [3,∞), we

obtain 1/12 < θ ≤ 1/2 which satisfies the assumption in Theorem 3.2.1.
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By case (a) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) > 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that no 1-bits is flipped and one of 0-bits is flipped after

mutation, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) >
(
1− χ

n

)j χ
n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: hj ∈ Ω ((n− j)χ/n) .

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a

constant, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O(log(n/χ)).

Condition (C3) is satisfied by λ ≥ c log(n/χ) for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time to reach the optimum

is no more than

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ

m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
λ

m−1∑
j=0

ln

(
n

(n− j)χ

)
+

m−1∑
j=0

n

(n− j)χ

)

= O

(
λ ln

(
m−1∏
j=0

n

(n− j)χ

)
+ n

m−1∑
j=0

1

(n− j)χ

)

= O

(
λ ln

(
nn

n!χn

)
+ n log(n)/χ

)
using the lower bound n! > (n/e)n,

= O (λn log(1/χ) + n log(n)/χ) .
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Theorem 3.3.2. For any constant q ∈ [0, 1) and any χ ∈ (0, ln(1 + 2θ)), where θ := 1/2−

q(1− q/2), the 2-tournament EA with mutation rate χ/n and population size λ > c log (n/χ)

for a sufficiently large constant c achieves the optimum on LeadingOnes in the one-bit

noise model (q) in expected time O (nλ log (n/χ) + n2/χ).

Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.2. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. By q ∈ [0, 1), we know that 0 < θ ≤ 1
2

which

satisfies the assumption in Theorem 3.2.1.

By case (b) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) > 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that the first 0-bit is flipped and other bits are not

flipped. By Lemma A.2.8 it follows,

Pr(y ∈ A≥j+1 | z ∈ Aj) ≥
(
1− χ

n

)n−1 χ

n
≥ e−χ (1− o(1)) χ

n
(3.7)

=: hj = Ω(χ/n) .

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a

constant, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O (log (n/χ))
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Condition (C3) is satisfied by λ ≥ c log (n/χ) for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time to reach the optimum

is no more than

E[T ] <
16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ

m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
λ
m−1∑
j=0

ln (n/χ) +
m−1∑
j=0

n/χ

)

= O
(
nλ log (n/χ) + n2/χ

)
.

3.3.2 Bit-wise Noise Model

The best-known result on OneMax in the bit-wise noise model is that the (1+1) EA using

a resampling strategy can achieve the optimum in expected polynomial time even if the

noise level is extremely high, i.e. p = 1/2 − 1/nb for any constant b > 0 (see Table 2.5).

By Theorem 3.3.3, we can compute that for extremely high-levels of bit-wise noise, the

2-tournament EA with mutation rate χ/n = θζ/n which is less than ln(1 + 2θζ)/n by

Lemma A.2.1, i.e., χ = d/nb+1/2 for some constant d > 0, and a sufficiently large population

size λ ∈ Ω
(
n2b+1 log(n)

)
has polynomial expected runtime O

(
n2b+2λ log(n)

)
on OneMax.

In contrast, the (1+1) EA cannot find the optimum in expected polynomial time for noise

levels q ∈ ω (log(n)/n2) (see Table 2.5).

Theorem 3.3.3. For any p ∈ (0, 1/2) and any χ ∈ (0, ln(1 + 2θ)), where θ := 9(1/2 −

p)/
(
64
√
2pn+ 16

)
, the 2-tournament EA with mutation rate χ/n and population size λ >

c(1+pn)

(1−2p)2
log
(

n
(1−2p)χ

)
for a sufficiently large constant c achieves the optimum on OneMax in

the bit-wise noise model (p) in expected time O
(
n(1+pn)

(1−2p)2

(
λ log

(
1
χ

)
+ log(n)

χ

))
.
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Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.3. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. Since p ∈ (0, 1/2) , we know that 0 < θ < 9/32

which satisfies the assumption in Theorem 3.2.1.

By case (c) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) > 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that no 1-bits are flipped and one of the 0-bits is flipped

after mutation and by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) >
(
1− χ

n

)j χ
n
(n− j)

≥
(
1− χ

n

)n χ
n
(n− j)

≥ e−χ
(
1− χ2

n

)
χ

n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: hj = Ω((n− j)χ/n)

since e−χ ∈ Ω(1) for any χ ∈ O(1).

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a
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constant, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O

(
1

θ2
ln

(
n2

χθ2

))
= O

(
log (n/(χθ))

θ2

)
= O

(
1 + pn

(1− 2p)2
log

(
n

(1− 2p)χ

))
.

Condition (C3) is satisfied by λ ≥ c 1+pn

(1−2p)2
log
(

n
(1−2p)χ

)
for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time to reach the optimum

is no more than

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
1

θ2

(
λ
m−1∑
j=0

ln

(
n

(n− j)χ

)
+

m−1∑
j=0

n

(n− j)χ

))

= O

(
1

θ2

(
λ ln

(
nn

χn · n!

)
+
n

χ
log(n)

))

using the lower bound n! > (n/e)n,

= O

(
1

θ2

(
nλ log

(
1

χ

)
+
n

χ
log(n)

))
= O

(
n(1 + pn)

(1− 2p)2

(
λ log

(
1

χ

)
+

log(n)

χ

))
.

For the LeadingOnes problem, we consider the case of the high bit-wise noise p =

b log(n)/n for any constant b > 0. By Theorem 3.3.4, the 2-tournament EA with mutation

rate χ/n = θζ/n which satisfies the condition, i.e., χ = d/n3b for some constant d > 0,
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and a sufficiently large population size λ ∈ Ω
(
n6b log(n)

)
achieves the optimum on Leadin-

gOnes in expected time O
(
n6b+1λ log(n) + n9b+2

)
. In contrast, the expected runtime of the

(1+1) EA with a resampling strategy is 12mn30b+1 under high bit-wise noise (see Table 2.6).

Theorem 3.3.4. For any p ∈ [0, 1/3) and any χ ∈ (0, ln(1+2θ)), where θ := (1/2− 3p/2) e−3np,

the 2-tournament EA with mutation rate χ/n and population size λ ≥ c e6np

(1−3p)2
log
(
n
χ

)
for

a sufficiently large constant c achieves the optimum on LeadingOnes in the bit-wise noise

model (p) in expected time O
(

ne6np

(1−3p)2

(
λ log

(
n
χ

)
+ n

χ

))
.

Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.4. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. Since p ∈ [0, 1/3), we know that 0 < θ ≤ 1/2

satisfies the assumption in Theorem 3.2.1.

By case (d) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) > 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that the first 0-bit is flipped and other bits are not

flipped, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) ≥
(
1− χ

n

)n−1 χ

n
≥ e−χ (1− o(1)) χ

n
=: hj

= Ω(χ/n) .

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a
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constant, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O

(
log (n/χ)/θ2

)
= O

(
e6np

(1− 3p)2
log

(
n

χ

))
.

Condition (C3) is satisfied by λ ≥ c e6np

(1−3p)2
log
(
n
χ

)
for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time to reach the optimum

is no more than

E[T ] <
16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
1

θ2

(
λ
m−1∑
j=0

ln

(
n

χ

)
+

m−1∑
j=0

n

χ

))

= O

(
1

θ2

(
nλ log

(
n

χ

)
+
n2

χ

))
= O

(
1

θ2

(
nλ log (n/χ) +

n2

χ

))
= O

(
ne6np

(1− 3p)2

(
λ log

(
n

χ

)
+
n

χ

))
.

3.3.3 Gaussian Noise Model

Theorem 3.3.5 implies that the 2-tournament EA with mutation rate χ/n = θζ/n, i.e.,

χ = d/σ for some constant d > 0, and a sufficiently large population size λ ∈ Ω (σ2 log(σn))

can optimise OneMax and LeadingOnes in expected polynomial time, i.e., O
(
(σ4 log2(n)+

σ3n log(n)
)

and O
(
σ4 log2(n) + σ4n2

)
respectively, even if σ2 ∈ poly(n). Similarly to opti-

misation in the bit-wise noise model, the mutation rate should be fairly conservative, and

the population size should be large enough if the noise level is extremely high, e.g., σ = nb
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for any constant b > 0. However, the (1+1) EA using a resampling strategy and EDAs

can outperform the 2-tournament EA in these scenarios. It may be possible to increase the

tournament size to achieve a better result.

Theorem 3.3.5. For any σ > 0 and any χ ∈ (0, ln(1 + 2θ)), where θ := 1/(6 + 48σ/π), the

2-tournament EA with mutation rate χ/n and population size λ > cσ2 log(n/χ) for a suffi-

ciently large constant c achieves the optimum on OneMax and LeadingOnes in the Gaus-

sian noise model (σ2) in expected time O (σ2λn log(1/χ) + σ2n log(n)/χ) and O(σ2λn log(n/χ)+

σ2n2/χ), respectively.

Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.5. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. By σ ∈ poly(n), we obtain 0 < θ < 1
6

which

satisfies the assumption in Theorem 3.2.1.

By case (e) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) > 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that no 1-bits is flipped and one of the 0-bits is flipped

after mutation for OneMax, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) >
(
1− χ

n

)j χ
n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: hj

For LeadingOnes, we only consider the case that the first 0-bit is flipped and other bits
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are not flipped, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) ≥
(
1− χ

n

)n−1 χ

n
≥ e−χ (1− o(1)) χ

n
=: hj.

Then, we get hj ∈ Ω ((n− j)χ/n) and hj ∈ Ω (χ/n) for OneMax and LeadingOnes

respectively.

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a

constant and we know that min{hj} ∈ Ω (χ/n) for both problems, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O

(
σ2 log(n/χ)

)
.

Condition (C3) is satisfied by λ ≥ cσ2 log(n/χ) for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time on OneMax to reach

the optimum is no more than

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
σ2

(
λ
m−1∑
j=0

ln

(
n

(n− j)χ

)
+

m−1∑
j=0

n

(n− j)χ

))

= O

(
σ2

(
λ ln

(
nn

χnn!

)
+ n log(n)/χ

))
using the lower bound n! > (n/e)n,

= O
(
σ2 (λn log(1/χ) + n log(n)/χ)

)
,

and on LeadingOnes,

E[T ] = O

(
σ2

(
λ
m−1∑
j=0

ln (σn) +
m−1∑
j=0

σn

))

= O
(
σ2λn log(n/χ) + σ2n2/χ

)
.
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3.3.4 Symmetric Noise Model

Resampling is a common method to cope with uncertainties (Qian et al., 2019; Qian et

al., 2018). It dramatically improves the robustness of the (1+1) EA on OneMax and

LeadingOnes in the one-bit, the bit-wise and the Gaussian noise (see Tables 2.3-2.8).

However, from Table 2.9, we know that the symmetric noise model (C, q) for any C ∈ R

and q = 1/2 makes the resampling strategy inefficient, but using an elitist population can

help. This section shows that non-elitist EAs also find the optimum in expected polynomial

time if using an appropriate parameter setting. We also demonstrate a mutation rate error

threshold as a function of the noise level in the symmetric noise model. Optimisation is

efficient if the mutation rate is above the error threshold; otherwise inefficient.

3.3.4.1 Efficient Optimisation

Theorem 3.3.6 states that the 2-tournament EA with any mutation rate can optimise on

noisy OneMax and LeadingOnes functions, for the noise level q < 1/2. Theorem 3.3.7

states that the (µ, λ) EA can optimise in O (nλ) time under all level noise if we set a suf-

ficiently large population size, i.e., λ ∈ Ω (log(n)), a sufficiently large selective pressure

as measured by the reproductive rate, i.e., λ/µ > 1/ ((1− q)ζ), and a low mutation rate

χ/n ∈
(
0, ln

(
(1−q)λ
(1+δ)µ

)
/n
)

for any constant ζ, δ ∈ (0, 1) and χ ∈ Ω(1). This is due to insuf-

ficient selective pressure in 2-tournament selection in the high-level symmetric noise model.

If we increase the tournament size, i.e., select k > 2 candidate individuals from Pt in Algo-

rithm 5, it could be possible to optimise efficiently in such high level noisy functions, because

the selective pressure of the non-elitist EA with k tournament selection is approximately k

(Lehre and Yao, 2012).

Theorem 3.3.6. For any constant q ∈ [0, 1/2), and C ∈ R and any χ ∈ (0, ln(1 + 2θ)),

where θ := 1/2 − q, the 2-tournament EA with mutation rate χ/n and population size λ >
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c log(n) for a sufficiently large constant c achieves the optimum on OneMax and Leadin-

gOnes in the symmetric noise model (C, q) in expected time O (λn log(1/χ) + n log(n)/χ)

and O (nλ log (n/χ) + n2/χ) respectively.

Proof. We apply Theorem 3.2.1 to prove Theorem 3.3.6. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n]. By q ∈ [0, 1/2), we obtain 0 < θ ≤ 1
2

which

satisfies the assumption in Theorem 3.2.1.

By case (f) of Lemma 3.2.1, we get Pr(fn(x1) > fn(x2))+
1
2
Pr(fn(x1) = fn(x2)) = 1/2+θ,

then condition (C2) of Theorem 3.2.1 holds.

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. We only consider the case that no 1-bits is flipped and one of the 0-bits is flipped

after mutation for OneMax, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) >
(
1− χ

n

)j χ
n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: hj ∈ Ω ((n− j)χ/n) .

For LeadingOnes, we only consider the case that the first 0-bit is flipped and other bits

are not flipped, then by Lemma A.2.8,

Pr(y ∈ A≥j+1 | z ∈ Aj) ≥
(
1− χ

n

)n−1 χ

n
≥ e−χ (1− o(1)) χ

n
=: hj = Ω(χ/n) .

Then, we get hj ∈ Ω ((n− j)χ/n) and hj ∈ Ω (χ/n) for OneMax and LeadingOnes

respectively.
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Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a

constant and we know that min{hj} ∈ Ω (χ/n) for both problems, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O(log(n/χ)).

Condition (C3) is satisfied by λ ≥ c log(n/χ) for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time on OneMax to reach

the optimum is no more than

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
λ
m−1∑
j=0

ln

(
n

(n− j)χ

)
+

m−1∑
j=0

n

(n− j)χ

)

= O

(
λ ln

(
m−1∏
j=0

n

(n− j)χ

)
+ n

m−1∑
j=0

1

(n− j)χ

)

= O

(
λ ln

(
nn

n!χn

)
+ n log(n)/χ

)
using the lower bound n! > (n/e)n,

= O (λn log(1/χ) + n log(n)/χ) .

and on LeadingOnes,

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
λ

m−1∑
j=0

ln (n/χ) +
m−1∑
j=0

n/χ

)

= O
(
nλ log (n/χ) + n2/χ

)
.

Theorem 3.3.7. For any constant q ∈ [0, 1), and C ≤ 0, any constant δ ∈ (0, 1) and

any χ ∈
(
0, ln

(
(1−q)λ
(1+δ)µ

))
and χ ∈ Ω(1), the (µ, λ) EA with mutation rate χ/n, population
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size λ > c log(n) for a sufficiently large constant c and (1 − q)λ/(1 + δ) > µ ∈ Ω (log(n))

achieves the optimum on OneMax and LeadingOnes in the symmetric noise model (C, q)

in expected time O (λn+ n log(n)) and O (nλ log (n) + n2) respectively.

Proof. We use the level-based theorem (Theorem 2.2.1) to prove Theorem 3.3.7. We use the

partition Aj := {x ∈ {0, 1}n|f(x) = j} for all j ∈ [0..n] and we define γ0 := µ/λ.

We first show that condition (G2) of Theorem 2.2.1 holds. If the current level is j ≤ n−2,

then there are at least γλ individuals in level j + 1. Let ε := δ2/(1 + δ) be a constant. We

assume that there are at least γ(1− q)(1− ε)λ individuals which are in level j+1 and there

is no noise when evaluating these individuals. We will verify this assumption later. Let z be

the selected individual and y be the individual after mutating z, then

Pr(y ∈ A≥j+1) ≥ Pr(z ∈ A≥j+1) · Pr(y ∈ A≥j+1|z ∈ A≥j+1)

≥ γλ(1− ε)(1− q)
µ

(
1− χ

n

)n
by Lemma A.2.5,

≥ γλ(1− ε)(1− q)
µ

e−χ
(
1− χ2

n

)
by χ < ln

(
(1−q)λ
(1+δ)µ

)
,

> γ(1− ε)(1 + δ)(1− o(1))

by ε = δ2/(1 + δ),

= γ(1 + δ − δ2)(1− o(1))

= γ
(
1 +

(
δ − δ2

)
(1− o(1))

)
To verify condition (G1), we need to estimate the probability of sampling individuals

beyond the current level of the population if there are at least γ0λ individuals in level
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j ∈ [0..n − 1]. We assume that there is an individual z ∈ Aj where j ∈ [0..n − 1], and let

y be obtained from z by the mutation operator with mutation rate χ/n. We only consider

the case that no 1-bit is flipped and one 0-bit is flipped after mutation for OneMax, then

by Lemma A.2.8,

Pr(y ∈ A≥j+1) = Pr(z ∈ A≥j) · Pr(y ∈ A≥j+1 | z ∈ Aj)

>
(
1− χ

n

)j χ
n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: zj ∈ Ω ((n− j)χ/n) .

For LeadingOnes, we only consider the case that the first 0-bit is flipped and no other bit

is flipped, then by Lemma A.2.8,

Pr(y ∈ A≥j+1) = Pr(z ∈ A≥j) · Pr(y ∈ A≥j+1 | z ∈ Aj)

≥
(
1− χ

n

)n−1 χ

n

≥ e−χ (1− o(1)) χ
n
=: zj = Ω(1/n) .

Then, we get zj ∈ Ω ((n− j)/n) and zj ∈ Ω (1/n) for OneMax and LeadingOnes

respectively.

Then we compute the population size required by condition (G3). We know that min{zj} ∈

Ω (χ/n) for both problems, then

λ >
4λ

((δ − δ2) (1− o(1)))2 µ
ln

(
128(n+ 1)

((δ − δ2) (1− o(1)))2min{zj}

)
= O (log(n)) .

Condition (G3) is satisfied by λ ≥ c log(n) for a sufficiently large constant c.

Finally, all conditions of Theorem 2.2.1 hold and the expected time on OneMax to reach
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the optimum is no more than

t0(n) ≤
8

(δ − δ2) (1− o(1))2

(
λ
m−1∑
j=0

ln

(
6 ((δ − δ2) (1− o(1)))2 λ

4 + ((δ − δ2) (1− o(1)))2 λzj

)
+

m−1∑
j=0

1

zj

)

= O (λn+ n log(n)) ,

and on LeadingOnes,

= O
(
nλ log (n) + n2

)
.

Now we verify the assumption that there are at least γ(1 − q)(1 − ε) individuals in level

j+1 and the noise does not affect the ranking if the current level is j+1 for any j ∈ [n− 2].

We refer to a sequence of 2t0(n)/λ generations as a phase, and call a phase good if for

2t0(n)/λ consecutive generations the assumption holds. Let Z ∼ Bin (γλ, (1− q)) be a

random variable, which represent the number of individuals not affected by noise in any

generation t ∈ N. By a Chernoff bound, the probability that the assumption holds in a

generation is Pr (Z ≤ γλ(1− ε)(1− q)) ≤ e−Ω(λ). By a union bound, a phase is good with

probability 1− (2t0(n)/λ) e
−Ω(λ) = Ω(1). By Markov’s inequality, the probability of reaching

a global optimum in a good phase is at least 1 − Pr (T ≥ 2t0(n)) ≥ 1 − t0(n)
2t0(n)

≥ 1 − 1
2
= 1

2
.

Hence, the expected number of phases required, each costing 2t0(n) evolutions, is O(1), and

the theorem follows.

3.3.4.2 Inefficient Optimisation

Non-elitist EAs fail when the mutation rate becomes too high Lehre, 2010. In this section,

we investigate what mutation rate is too high for non-elitist EAs in uncertain settings. We

use the negative drift theorem for populations to derive what mutation rate make non-elitist
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EAs inefficient on OneMax and LeadingOnes (shown in Theorems 3.3.8 and 3.3.9). For 2-

tournament selection, there exists a mutation rate error threshold ln (2(1− q)) /n. Similarly,

we can find a mutation rate error threshold in (µ, λ) selection, which is ln ((1− q)λ/µ) /n.

Without uncertainty, it is well-known that error thresholds of mutation rate is ln(2)/n and

ln(λ/µ)/n for the 2-tournament EA and the (µ, λ) EA, respectively (Lehre, 2010; Lehre and

Yao, 2012). As we can see from the proofs of Theorems 3.3.8 and 3.3.9, the presence of

uncertainties can reduce the maximal reproductive rate of algorithms. Consequentially, the

error threshold of the mutation rate would be reduced. We should reduce the mutation rate

or increase the selection pressure, e.g., reduce µ in the (µ, λ) EA, as the uncertainty level is

increased to ensure efficient optimisation.

Theorem 3.3.8. For any C ∈ R and any constant q ∈ [0, 1/2), the probability that the

2-tournament EA with any population size λ = poly(n), mutation rate χ/n > ln(2(1− q) +

o(1))/n, optimises OneMax or LeadingOnes in the symmetric noise model (C, q) within

ecn generations is e−Ω(n), for some constant c > 0.

Proof. We estimate the maximal reproductive rate under noise. In each generation of the

2-tournament EA, two individuals x1 and x2 are selected uniformly at random from the

population by lines 1 and 2 of Algorithm 5, respectively. Then the fittest individual of

x1 and x2 is chosen by fitness comparison (line 3). However, the presence of noise can

lead to a failed comparison, i.e., the worse individual is selected in line 3 of Algorithm 5.

we assume without loss of generality f(x1) > f(x2). Let E be the event that fn(x1) >

fn(x2) or individual x1 is selected uniformly from {x1, x2} if fn(x1) = fn(x2), then Pr(E) =

Pr
(
fn(x1) > fn(x2)) +

1
2
Pr(fn(x1) = fn(x2)

)
. Then the maximal reproductive rate is the
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reproductive rate of the best individual, which is

α0 ≤ E[Rt(i)] = λ

(
1

λ2
+

2Pr(E)

λ

(
1− 1

λ

))
=

1

λ
+ 2Pr(E)

(
1− 1

λ

)
< 2Pr(E) +

1

λ

= 2Pr(E) + o(1)

by Lemma 3.2.1 (f), Pr(E) = 1− q,

= 2(1− q) + o(1).

Then Theorem 3.3.8 is proved by applying Theorem 2.2.1.

Theorem 3.3.9. For any constant q ∈ [0, 1], the probability that the (µ, λ) EA with any

population size λ = poly(n), mutation rate χ/n > (ln (1− q)λ/µ) /n, optimises OneMax

or LeadingOnes in the symmetric noise model (C, q) within ecn generations is e−Ω(n), for

some constant c > 0.

Proof. We first compute the maximal reproductive rate. Let x be the fittest individual in Pt

evaluated by f(x). Only if there is no noise in x, x has a chance to be selected with probability

1/µ. Then we can compute the maximal reproductive rate α0 ≤ λ
µ
(1− q) + 0 = λ

µ
(1− q).

Finally, Theorem 3.3.9 is proved by applying Theorem 2.2.1.

3.4 Dynamic Optimisation

Now we consider dynamic optimisation. First, we apply the general theorem for the 2-

tournament EA (Theorem 3.2.1) on the DBV problem and derive the runtime and the
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parameters required. The proof idea is similar to noisy optimisation in which the critical

step is estimating a lower bound of the fitness bias.

Lengler and Schaller (2018) proved that the (1+1) EA can achieve the optimum inO
(
n log(n)

)
with standard mutation rate χ/n = 1/n on the noisy linear function which is a general case

of the DBV problem. However, there only exists a partial result for population-based EAs,

i.e., runtime when the population is initiated close to the optimum (Lengler and Meier,

2020). Theorem 3.4.1 gives for the first time the runtime from any start point on DBV for a

population-based EA. It implies that if choosing a low mutation rate, e.g., χ/n = ζ/(2n2) and

a population size λ > cn2 log(n) for a sufficiently large constant c, the 2-tournament EA can

optimise the DBV problem in O (n3λ log(n)) time. The analysis could be further improved

by estimating the maximal Hamming-distance in all pairs of individuals more precisely.

Theorem 3.4.1. For any χ ∈ (0, ln(1+ 2θ)), where θ := 1/(2n), the 2-tournament EA with

mutation rate χ/n and population size λ > cn2 log(n) for a large enough constant c achieves

the optimum on DBV in expected time O (n3λ log(1/χ) + n3 log(n)/χ).

Proof. We apply Theorem 3.2.1 to prove Theorem 3.4.1. If χ ∈ (0, ln(1 + 2θ)), there ex-

ists a constant ζ ∈ (0, 1) such that χ ∈ (0, ln(1 + 2θζ)), which satisfies the condition

in Theorem 3.2.1. We first partition the search space into levels. We use the partition

Aj := {x ∈ {0, 1}n|OM(x) = j} for j ∈ [0..n]. It is easy to see that θ satisfies the assump-

tion in Theorem 3.2.1.

We first show that condition (C2) of Theorem 3.2.1 holds. Let x1 and x2 be two individuals

in A≥j+1 and A≤j respectively, where j ∈ [0..n− 2]. Let E be the event that f t(x1) > f t(x2)

or individual x1 is selected uniformly from {x1, x2} if f t(x1) = f t(x2). The probability of

this event is Pr(f t(x1) > f t(x2)) +
1
2
Pr(f t(x1) = f t(x2)) = Pr(E).

To estimate a lower bound for Pr(E) on DBV, we pessimistically assume that x1 ∈ Aj+1
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and x2 ∈ A≤j, such that OM(x1) = OM(x2) + h where h ∈ [1, j]. We assume H(x1, x2) ≤

l + l + h = s, where s ≤ n and there exist l bit-positions that x1 has a 1-bit and x2 has a

0-bit, and there exist another l bit-positions that x1 is with 0-bit and x2 has a 1-bit, such

that x1 and x2 have the same bit in the rest of n− 2l− h positions. For the DBV problem,

the coefficients vary exponentially, thus the largest coefficient is the deciding factor for the

fitness value. We first compare the fitness in the n− 2l−h positions of x1 and x2, which are

the same in the same generation. The next largest coefficient decides the final fitness value.

Then we say that x1 “wins” if the event E happens. If the next largest coefficient is in the

l + h positions, x1 wins, else in another l positions, x2 wins. Therefore,

Pr (E) ≥ l + h

2l + h

=
l + h/2 + h/2

2 (l + h/2)

=
1

2
+

h

2(2l + h)

≥ 1

2
+

1

2(2l + h)

=
1

2
+

1

2s

since the Hamming-distance s between any pair of individuals is at most n, then

≥ 1

2
+ θ.

Condition (C2) of Theorem 3.2.1 holds. Since s ≤ n, we get the fitness bias θ ≥ 1/(2n).

To verify condition (C1), we need to estimate the probability of sampling individuals

beyond the current level of the population. We assume that there is an individual z ∈ Aj

where j ∈ [0..n− 1], and let y be obtained from z by the mutation operator with mutation

rate χ/n. For a lower bound, it suffices to only consider the case that none of the 1-bits are
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flipped and one of 0-bits is flipped after mutation. Then, by Lemma A.2.8 it follows,

Pr(y ∈ A≥j+1 | z ∈ Aj) >
(
1− χ

n

)j χ
n
(n− j)

≥ e−χ (1− o(1)) (n− j)χ/n =: hj

= Ω

(
(n− j)χ

n

)
.

Then we compute the population size required by condition (C3). Let ξ ∈ (0, 1/16) be a

constant, then

λ >
4 (1 + o(1))

θ2ξ(1− ζ)4
ln

(
128(m+ 1)

θ2ξ(1− ζ)4min{hj}

)
= O

(
n2 log(n/χ)

)
.

Condition (C3) is satisfied by λ > cn2 log(n/χ) for a sufficiently large constant c.

Finally, all conditions of Theorem 3.2.1 hold and the expected time E[T ] to reach the

optimum is no more than

E[T ] ≤ 16 (1 + o(1))

θ2ξ(1− ζ)2

(
λ
m−1∑
j=0

ln

(
6

ξ(1− ζ)2hj

)
+

1

ξ(1− ζ)2
m−1∑
j=0

1

hj

)

= O

(
s2

(
λ
m−1∑
j=0

ln

(
n

(n− j)χ

)
+

m−1∑
j=0

n

(n− j)χ

))

= O

(
s2
(
λ ln

(
nn

χnn!

)
+ n log(n)/χ

))

using the bounds n! > (n/e)n, and s ≤ n,

= O
(
s2nλ log(1/χ) + s2n log(n)/χ

)
= O

(
n3λ log(1/χ) + n3 log(n)/χ

)
.
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3.5 Conclusion

This chapter has derived runtime results for non-elitists EAs with 2-tournament and (µ, λ)

selection on two well-known benchmark functions, i.e., OneMax and LeadingOnes in

uncertain environments. For the one-bit, the bit-wise and the Gaussian noise models, we

improved and extended results of the non-elitist EA with 2-tournament from Dang and Lehre

(2015). We introduced the notion of fitness bias which indicates the probability that the

truly fitter individual is selected. We summarised fitness biases for 2-tournament selection

in some noisy scenarios in Lemma 3.2.1. Then we got more precise upper bounds for the

expected runtimes and also provide more precise guidance on how to choose the mutation

rate and the population size as a function of the level of noise. From Tables 2.3-2.10, we

concluded that by using an appropriate mutation parameter, i.e., χ ∈ [θ, ln(1+ 2θ)) where θ

is a function of the level of noise, and a sufficiently large population size, the 2-tournament

EA optimises OneMax and LeadingOnes in less time in expectation under one-bit and

extremely high-level bit-wise noise, than the (1+1) EA using a resampling strategy (Qian

et al., 2019; Qian et al., 2018). In some settings, such as in the Gaussian noise model, we

obtained a lower upper bound of runtimes than the ACO-fp (Friedrich et al., 2016) and a

comparable upper bound with EDAs (Friedrich et al., 2016; Lehre and P. T. H. Nguyen,

2021; Rowe and Aishwaryaprajna, 2019).

We then, for the first time, studied the performance of non-elitist EAs with two selec-

tion mechanisms, i.e., 2-tournament and (µ, λ), on OneMax and LeadingOnes in the

symmetric noise model. We also provided for the first time mutation rate error thresholds

under the symmetric noise model, which are ln (2(1− q)) /n and ln ((1− q)λ/µ) /n for the

2-tournament and the (µ, λ) selection, respectively. The noise essentially affects the maximal

reproductive rate and the error threshold of a non-elitist population. Furthermore, in these

scenarios, non-elitist EAs can outperform the known best results, i.e., for the (1+λ) EA
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and the (µ+1) EA. Finally, we proved for the first time that with appropriate parameter

settings, non-elitist EAs can optimise the DBV problem in expected polynomial time.

In overall, we provide advice on how to choose the mutation rate, the selective pressure

and the population size (see Theorems 3.3.1-3.3.9), for non-elitist EAs on some uncertain

scenarios.
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Chapter Four

Self-adaptation in Noisy Environments

Authors: Per Kristian Lehre and Xiaoyu Qin

This chapter is based on the following publication:

Self-adaptation Can Improve the Noise-tolerance of Evolutionary Algorithms (Lehre and

Qin, 2023b) which is published by the 17-th ACM/SIGEVO Workshop on Foundations of

Genetic Algorithms (FOGA’23).
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4.1 Introduction

Real-world optimisation often involves uncertainty, such as noise. The exact fitness value

of a search point may not be determined due to noise. As outlined in Chapter 3, we have

established that non-elitist EAs can effectively tolerate high uncertainties. This tolerance is

achieved when conditions of a sufficiently high selective pressure (reproductive rate) and a

sufficiently high population size, and a sufficiently low mutation rate, all relative to the level

of uncertainty. It is challenging to find the appropriate parameter setting if the occurrence of

noise is unpredictable (or the noise level is unknown). Self-adaptation as a parameter control

mechanism can help to configure the mutation rate in the noise-unknown environments.

However, the rigorous analysis of self-adaptation to noise is missing. Runtime analysis of

non-elitist population-based EAs can be challenging. Clearly, including self-adaptation and

noise makes the analysis even harder.

The main contribution of this chapter is the first theoretical analysis of self-adaptive EAs

in noisy environments. The rigorous runtime analysis on the LeadingOnes problem shows

that the 2-tournament EA with self-adaptation from high/low mutation rates (SA-2mr) can

guarantee the lowest expected runtime among the fixed high/low mutation rates and the

uniformly chosen mutation rate from high/low rates (uniformly mixing mutation rate, UM-

2mr), regardless of the presence of symmetric noise. The results are summarised in Table 4.1.

In addition, we extend to more types of noise, one-bit and bit-wise noise, and a more natural

self-adaptation mechanism that adapts the mutation rate from a given interval (0, 1/2] (SA)

in the empirical study. The experimental results show that self-adaptive EAs can adapt to

noise levels and outperform static EAs.

The chapter is organised as follows: Section 4.2 introduces algorithms. Sections 4.4-4.5

show limitations of using high/low and uniformly mixing mutation rates under symmetric

noise. Section 4.6 analyses the runtime of the 2-tournament EA with self-adapting mutation
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Table 4.1: Theoretical results of EAs on LeadingOnes under symmetric noise (C, q) (C ∈

R, constant 0 < χhigh < ln(2), χlow = a/n, λ = c log(n) where a, c > 0 are constants,

pc ∈ o(1) ∩ Ω(1/n) in 2-tour’ EA with SA-2mr)

Algorithm Noise-free Under Noise

(1+1) EA O(n2) (Droste et al., 2002) eΩ(n) † (Theorem 4.3.1)

2-tour’ EA with χhigh

n
O(n2) (Corus et al., 2018) eΩ(n) ‡ (Theorem 3.3.8)

2-tour’ EA with χlow

n
Ω(n2 log(n)) (Corollary 4.4.1) O(n3) § (Theorem 3.3.6)

2-tour’ EA with UM-2mr O(n2) (Theorem 4.5.1) eΩ(n) ‡ (Theorem 4.5.2)

2-tour’ EA with SA-2mr O(n2) (Theorem 4.6.1) O(n3) § (Theorem 4.6.2)

rates with/without noise. Section 4.7 shows empirical results. The paper concludes in

Section 4.8.

The main contribution of this chapter is the first theoretical analysis of self-adaptive EAs

in the noisy environments. The rigorous runtime analysis on the LeadingOnes problem

shows that the 2-tournament EA with self-adapting from high/low mutation rates (SA-

2mr) can guarantee the lowest runtime among the fixed high/low mutation rates and the

uniformly chosen mutation rate from high/low rates (uniformly mixing mutation rate, UM-

2mr), regardless of the presence of symmetric noise. The results are summarised in Table 4.1.

In addition, we extend to more types of noise, one-bit and bit-wise noise, and a more natural

self-adaptation mechanism that adapts the mutation rate from a given interval (0, 1/2] (SA)

in the empirical study. The experimental results show that self-adaptive EAs can adapt to

noise levels and outperform static EAs.

†For any constant noise level q ∈ (0.127107, 1/2).
‡For some constant noise level q ∈ (0, 1/2).
§For all constant noise level q ∈ (0, 1/2).
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Algorithm 13 2-tournament EA with self-adaptation
Require: Pseudo-Boolean function f : {0, 1}n → R, where n ∈ N

Require: Population size λ ∈ N.

Require: Sorting partial order ⪰P,f .

Require: Self-adapting mutation rate strategy Dmut : (0, 1/2] → Ω → (0, 1/2], where Ω is

some sample space.

Require: Initial self-adaptive population P0 ∈ Yλ.

1: for τ = 0, 1, 2, ... until termination condition met do

2: for i = 1 to λ do

3: (x1, χ1/n)← Pτ (i1) where i1 ∽ Uniform([λ]).

4: (x2, χ2/n)← Pτ (i2) where i2 ∽ Uniform([λ]).

5: if (x1, χ1/n) ⪰Pτ ,f (x2, χ2/n) then

6: (z, χ/n)← (x1, χ1/n),

7: else

8: (z, χ/n)← (x2, χ2/n).

9: Sample χ′/n ∼ Dmut(χ/n).

10: Pτ+1(i)← (y, χ′/n) where y created by mutating z with mutation rate χ′/n.

4.2 Algorithms

In this chapter, we consider three different mutation rate strategies: static, uniformly mixing

(UM-2mr) and self-adaptive (SA-2mr and SA). The static 2-tournament EA is delineated as

Algorithm 3 utilising Algorithm 6. In generation τ , we obtain a new individual by selection

and mutation. For the 2-tournament with UM-2mr (Dang and Lehre, 2016b), a mutation

rate χ/n uniformly sampled from two rates is used in each mutation in stead of using only

one rate.

In pursuit of a fair comparison, this chapter takes into consideration self-adaptive EAs
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Algorithm 14 Self-adapting two mutation rates (SA-2mr) (Dang and Lehre, 2016b)
Require: Two rates χhigh > χlow > 0.

Require: Switch probability pc ∈ (0, 1).

Require: Mutation rate χ/n.

1: Set χ′/n:=


χhigh/n if χ = χlow, χlow/n if χ = χhigh with probability pc,

χ/n otherwise.
2: return χ′/n.

with 2-tournament selection. The self-adaptive EA framework is already illustrated in Algo-

rithm 7, which requires population sorting prior to selection. As highlighted in Section 2.2.5,

the reevaluation strategy is commonly used for analysis of 2-tournament selection algorithm.

This approach ensures independence for each comparison in tournament, which simplifies

the analysis. Therefore, we reformulate the self-adaptive EAs using 2-tournament selection,

as depicted in Algorithm 13. In this chapter, the comparison in a self-adaptive population is

based on the fitness-first sorting partial order which prefers a high mutation rate, as defined

in Definition 2.2.4 (b) and applied in (Case and Lehre, 2020). To self-adapt the mutation

rate, we can utilise self-adapting mutation rate strategy in (Case and Lehre, 2020) (Algo-

rithm 10), with set b := 1/A. We describe the 2-tournament EA with SA as Algorithm 13

using this strategy (Algorithm 10).

Although some studies exist on self-adapting mutation rate from the given interval (0, 1/2]

(Case and Lehre, 2020; B. Doerr et al., 2021), the involvement of noise can make run-

time analysis more challenging. Therefore, we consider a simplified version in the runtime

analysis, the 2-tournament EA with SA-2mr, which only self-adapts two mutation rates

{χhigh/n, χlow/n}. In contrast, we illustrate that the fixed high/low mutation rates and

the uniformly mixing mutation rate cannot be fast or efficient in the noisy setting. For

the sake of analysis, we re-define the self-adaptive population in this algorithm: Pτ ∈ Yλ,

where Y = {0, 1}n × {χhigh/n, χlow/n}. We apply a simple self-adapting mutation rate
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strategy Dmut, in which the mutation rate switches to the other value with a probability

pc(self-adaptive parameter) (Algorithm 14). Thus, the 2-tournament EA with SA-2mr can

be described as Algorithm 13 using Algorithm 14. Note that a similar two-rate self-adaptive

EA was studied in (Dang and Lehre, 2016b). However, they employed a ranking rule based

solely on fitness values, which can constrain the optimisation speed, as low mutation rate

individuals may dominate the population preventing the necessary exploration for faster

convergence.

4.3 Analysed Noise Models

In the theoretical study, we focus on the symmetric noise model, a well-established noise

model extensively investigated in (Qian et al., 2021) and Chapter 3. This choice is moti-

vated by existing runtime analyses of EAs that demonstrate the ineffectiveness of resampling

strategies for successful optimisation in the symmetric noise model. In contrast, employing

a population has been shown to enhance robustness in this context. Nevertheless, for non-

elitist EAs, attaining successful noisy optimisation requires precise tuning of the mutation

rate in relation to the noise level. Expanding upon previous research, our theoretical study

investigates the potential for further enhancing robustness through the self-adapting muta-

tion rates in the scenario where the presence of symmetric noise is unknown.

We revisit some earlier results related to the symmetric noise model. For static 2-

tournament EAs, two theorems related to the LeadingOnes problem in the symmetric noise

model have been established in Chapter 3. Theorem 3.3.8 identifies the mutation rate which

leads to a inefficient optimisation for a given noise level, while Theorem 3.3.6 reveals the

appropriate mutation rate for efficient optimisation. Additionally, for the sake of complete-

ness in our research, we introduce Theorem 4.3.1, which demonstrates that the (1+1) EA
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is inefficient under high-level symmetric noise, adapted from Theorem 20 in (Gießen and

Kötzing, 2016)).

Theorem 4.3.1. For any C ∈ R and any constant q ∈ (0.127107, 1/2), the probability of the

(1+1) EA optimising LeadingOnes in the symmetric noise model (C, q) in eΩ(n) runtime

is e−Ω(n).

Proof. To prove Theorem 4.3.1, we can modify the proof of Theorem 20 in (Gießen and

Kötzing, 2016), which states the lower bound of the (1+1) EA on LeadingOnes under

one-bit noise. We need to re-estimate the lower bound of event E1 in the symmetric noisy

model instead of in the one-bit noise model. By the assumption of E1 that the offspring

x′ only flips exactly one 1 in the right half of the positions, we know f(x) ≥ f(x′). We

distinguish three cases to estimate Pr (E1):

1. C < f(x) + f(x′): The probability of accepting the offspring x′ is at least (1− q)q, where

there is no noise in x and noise in x′.

2. C > f(x) + f(x′): The probability of accepting the offspring x′ is at least q(1− q), where

there is noise in x and no noise in x′.

3. C = f(x) + f(x′): The probability of accepting the offspring x′ is at least 2q(1 − q)/2 ,

where there is noise in either x1 or x2 (fn(x) = fn(x′), so with probability 1/2).

Therefore, the lower bound of the probability of event E1 is Pr (E1) ≥ 49/(100e) · q(1− q) >

1/50 for any constant q ∈ (0.127107, 1/2). The rest of the proof is the same as the proof of

Theorem 20 in (Gießen and Kötzing, 2016).

In our empirical study, we expand the analysis to include two widely studied models,

one-bit noise and bit-wise noise, as introduced in Definitions 2.2.12 and 2.2.13, respectively.
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4.4 High/Low Mutation Rates Lead to Failed/Slow Op-

timisation

From Chapter 3, we know that the non-elitist EAs should reduce the mutation rate to

handle noise. However, too low mutation rates lead to a slow optimisation in the noise-free

environment. In this section, we show that the static 2-tournament EAs using the high or

low mutation rate cannot be efficient if the presence of noise is unknown. We say the high

mutation rate is χhigh

n
where the mutation parameter χhigh > 0 is a constant, and the lower

mutation rate is χlow

n
where χlow = a/n for some constant a > 0.

It is well-known that the 2-tournament EA with mutation rate χ/n with χ < ln(2) is a

constant, and population size λ = c log(n) for a sufficiently large constant c, achieves the

optimum of LeadingOnes without noise in expected runtime O(n2) (Corus et al., 2018).

However, the algorithm can fail in noisy environments if using a constant mutation param-

eter, i.e., χhigh. From Theorem 3.3.8, we know that for any constant mutation parameter

χ > 0, we can find some constant noise level q ∈ [0, 1/2) such that the 2-tournament EA us-

ing any population size λ = poly(n) optimises LeadingOnes under symmetric noise within

ecn generations with probability e−Ω(n) where c > 0 is a constant.

We can use a sufficiently low mutation rate against noise, e.g., χlow

n
. From Theorem 3.3.6,

we know that the expected runtime of the 2-tournament EA with mutation rate χlow/n and

population size λ = c log(n) for a sufficiently large constant c on optimising LeadingOnes

under symmetric noise for any constant noise level q ∈ [0, 1/2) is O (n3). However, such a low

mutation rate slows down the noise-free optimisation by a small but super-constant factor,

i.e., Ω(n2 log(n)) runtime instead of O(n2) guaranteed by using χhigh

n
, which is indicated by

Corollary 4.4.1 via Theorem 2.2.3.

Corollary 4.4.1. The expected runtime of the 2-tournament EA using mutation parameter
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satisfying χ ≥ 2−n/3n and χ ∈ O(1/n) on LeadingOnes is Ω(n2 log(n)).

4.5 Uniformly Mixing Mutation Rates Do Not Help un-

der Noise

In this section, we show runtime analysis results on the 2-tournament EA with uniformly mix-

ing high/low mutation rates (UM-2mr) under noise. Theorems 4.5.1-4.5.2 present that using

UM-2mr can optimise the noise-free LeadingOnes function in expected runtime O(n2), but

can fail under symmetric noise with a high probability.

Theorem 4.5.1. For any constants χhigh, a > 0 and χlow = a/n, the expected runtime of the

2-tournament EA with UM-2mr from {χhigh/n, χlow/n} and population size λ > c log(n) for

a sufficiently large constant c on optimising LeadingOnes is O (nλ log (n) + n2).

Proof. We apply the level-based theorem (Theorem 2.2.1) with respect to a partitioning of

the search space {0, 1}n into the following n + 1 levels: Aj := {x | LO(x) = j} for all

j ∈ [0..n].

To verify condition (G2) of Theorem 2.2.1, we assume that at least γλ individuals in level

A≥j+1, where γ ∈ (0, γ0), j ∈ [0..n− 2]. The lower bound of the probability of the offspring

y ∈ A≥j+1 can be estimated by selecting an individual from A≥j+1 and flipping no bit.

Pr ((y, χ′/n) ∈ A≥j+1)

= Pr ((z, χ/n) ∈ A≥j+1) Pr ((y, χ
′/n) ∈ A≥j+1 | (z, χ/n) ∈ A≥j+1)

≥ (γ2 + 2γ(1− γ))
(
1

2

(
1− χhigh

n

)n
+

1

2

(
1− χlow

n

)n)
≥ 2γ(1− γ)

(
1

2

(
1− χhigh

n

)n
+

1

2

(
1− χlow

n

)n)
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by Lemma A.2.5,

= γ(1− γ)
(
e−χhigh + e−χlow

)
(1− o(1))

since χlow ∈ o(1), e−χlow = 1− o(1), then

= γ(1− γ)
(
e−χhigh + 1

)
(1− o(1))

let constant δ := e−χhigh > 0, then

= γ(1− γ) (1 + δ) (1− o(1))

≥ γ(1− γ0) (1 + δ) (1− o(1))

let γ0 := δ/2 and let ∆ := δ(1−δ)
4

> 0, then

= γ(1− δ/2)(1 + δ)(1− o(1))

≥ γ(1 + 2∆)(1− o(1))

≥ γ(1 + ∆).

To verify condition (G1), we estimate the probability of sampling individuals beyond the

current level of the population if there are at least γ0λ individuals in Aj. The lower bound

of this probability can be estimated by selecting an individual in Aj (pessimistically assume

that both x1 and x2 are from Aj), using χhigh

n
mutation rate and only considering the case

that the first 0-bit is flipped and no other bit is flipped, for j ∈ [0..n− 1],

Pr((y, χ′/n) ∈ A≥j+1) ≥
1

2
γ20

(
1− χhigh

n

)n−1 χhigh

n

≥ γ20e
−χhigh

χhigh

n
(1− o(1)) =: zj = Ω

(
1

n

)

Then we compute the population size required by condition (G3) λ ≥ 4
γ0∆2 ln

(
128(n+1)
min{zj}∆2

)
=

O(log(n)). Condition (G3) is satisfied by λ ≥ c log(n) for a sufficiently large constant c.
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Overall, the expected runtime is no more than

E[T ] ≤ 8

∆2

n−1∑
j=0

(
λ ln

(
6∆λ

4 + zj∆λ

)
+

1

zj

)
≤ 8

∆2

(
λ(n− 1) ln

(
6

min{zj}

)
+

n− 1

min{zj}

)
= O(nλ log(n) + n2).

Now we prove that using UM-2mr can fail under symmetric noise with a high probability.

Theorem 4.5.2. For any constant q ∈ (0, 1/2) and any constant δ ∈ (0, q), the probability

that the 2-tournament EA with UM-2mr from {χhigh/n, χlow/n} where constants χhigh ≥

ln
(

1−q
q−δ

)
> χlow > 0 with any population size λ ∈ poly(n) optimises LeadingOnes in the

symmetric noise model (C, q), where C ∈ R, within time ecn is e−Ω(n), for some constant

c > 0.

Proof. We use Theorem A.3.1 to prove Theorem 4.5.2. To estimate the upper bound of

E [Rt(i)], we compute the expected number of offspring of the fittest individual x̂ in genera-

tion t. To select x̂, there are two cases: (1) the algorithm selects x̂ twice, or (2) selects x̂ and

one of the other individuals x and selects x̂ even if the noise occurs. For case (2), the proba-

bility of a successful comparison S, i.e, x̂ is exactly selected, is Pr(S) = Pr (fn(x̂) > fn(x))+

1
2
Pr (fn(x̂) = fn(x)) = 1− q, where the last equation is from Lemma 3.2.1 (f). Then,

E [Rt(i)] = λ

((
1

λ

)2

+ 2(1− q) 1
λ

(
1− 1

λ

))

=
1

λ
+ 2(1− q)

(
1− 1

λ

)
< 2(1− q) =: α0.
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Then we estimate the upper bound of
∑m

j=1 pje
−χj in condition (3):

m∑
j=1

pje
−χj =

1

2
e−χhigh +

1

2
e−χlow

≤ q − δ
2(1− q)

+
1

2
=

1− δ
2(1− q)

=
1− δ
α0

.

which by Theorem A.3.1 implies results on LeadingOnes.

4.6 Self-adapting Mutation Rates Guarantee Efficiency

Under Noise

We now analyse the self-adaptive EA using level-based theorems to show their efficiency in

noisy and noise-free environments. Theorem 4.6.1 shows that the 2-tournament EA using

SA-2mr achieves a comparable performance to using a high mutation rate χhigh

n
, i.e., O(n2)

runtime, on the noise-free LeadingOnes function. The proof of Theorem 4.6.1 is conducted

by the level-based theorem (Theorem 2.2.1). Theorem 4.6.2 shows that the self-adaptive EA

also efficiently optimises under symmetric noise.

Theorem 4.6.1. For any constant χhigh ∈ (0, ln (2(1− δ))] where δ ∈ (0, 1/2) is any con-

stant, χlow = a/n where a > 0 is any constant, and any pc ∈ o(1) ∩ Ω(1/n), the expected

runtime of the 2-tournament EA using SA-2mr from {χhigh

n
, χlow

n
} with self-adaptation pa-

rameter pc and population size λ > c log(n) for a sufficiently large constant c on optimising

LeadingOnes without noise is O (nλ log (n) + n2).

Proof. We apply the level-based theorem (Theorem 2.2.1) with respect to a partitioning of

the state space Y into the following n+1 levels and 2n+1 sub-levels: Aj := {(x, χhigh

n
), (x, χlow

n
) |

LO(x) = j} for all j ∈ [0..n]. For each level, we divide Aj into two sub-levels A(j,2) :=
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{(x, χhigh

n
) | LO(x) = j} and

A(j,1) :=


{(x, χlow

n
) | LO(x) = j} if j ≤ n− 1

{(x, χhigh

n
), (x, χlow

n
) | LO(x) = j} if j = n.

To describe the order of two levels A(j,i) and A(j′,i′), we define (j, i) > (j′, i′) if (j > j′)∨ (j =

j′ ∧ i > i′). For convenience, we also define (j, 1) + 1 = (j, 2) and (j, 2) + 1 = (j + 1, 1).

To verify condition (G2) of Theorem 2.2.1, we assume that at least γλ individuals are in

level A≥(j,i)+1, where γ ∈ (0, γ0], (j, i) ≤ (n − 1, 1) and constant γ0 ∈ (0, 1). We will define

γ0 later. The lower bound of the probability of the offspring y ∈ A≥(j,i)+1 can be estimated

by selecting an individual from A≥(j,i)+1, keeping its mutation rate and flipping no bit.

Pr
(
(y, χ′/n) ∈ A≥(j,i)+1

)
= Pr

(
(z, χ/n) ∈ A≥(j,i)+1

)
· Pr

(
(y, χ′) ∈ A≥(j,i)+1 | (z, χ/n) ∈ A≥(j,i)+1

)
≥ (γ2 + 2γ(1− γ))(1− pc)

(
1− χ′

n

)n
≥ 2γ(1− γ)(1− pc)

(
1− χhigh

n

)n
by Lemma A.2.11 and pc ∈ o(1),

≥ 2γ(1− γ0)
1

2(1− δ)
(1− o(1)) = γ

1− γ0
1− δ

(1− o(1))

let γ0 := δ/2 and let ∆ := δ(1−δ)
4

> 0, then

= γ(1− δ/2)(1 + δ)(1− o(1)) = γ(1 + 2∆)(1− o(1)) ≥ γ(1 + ∆).

To verify condition (G1), we estimate the probability of sampling individuals beyond the

current level of the population if there are at least γ0λ individuals inA(j,i) for (j, i) ≤ (n−1, 1).

The lower bound of this probability can be estimated by selecting an individual in A(j,i)
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(here we pessimistically only consider the situation that both x1 and x2 are in A(j,i)) and

only considering two cases:

• i = 2: the mutation rate is not changed, and the first 0-bit is flipped, but no other bit is

flipped (the probability is p2 = (1− pc)χhigh

n
(1− χhigh/n)

n−1 = Ω(1/n)),

• i = 1: the mutation rate is switched to χhigh

n
and no bit is flipped (the probability is

p1 = pc (1− χhigh/n)
n = Ω(1/n)).

Then, Pr((y, χ′/n) ∈ A≥j+1) ≥ γ20 min {p1, p2} =: z(j,i) = Ω
(
1
n

)
.

Then we compute the population size required by condition (G3) λ ≥ 4
γ0∆2 ln

(
128(n+2)

min{z(j,i)}∆2

)
=

O(log(n)). Condition (G3) is satisfied by λ ≥ c log(n) for a sufficiently large constant c.

Overall, the expected runtime is no more than

E[T ] ≤ 8

∆2

2n∑
k=1

(
λ ln

(
6∆λ

4 + min{z(j,i)}∆λ

)
+

1

min{z(j,i)}

)
≤ 8

∆2

(
2nλ ln

(
6

min{z(j,i)}

)
+

2n

min{z(j,i)}

)
= O(nλ log(n) + n2).

Theorem 4.6.2. For any constant χhigh > 0, χlow = a/n where a > 0 is any constant,

an arbitrary constant q ∈ [0, 1/2) and pc ∈ o(1) ∩ Ω(1/n), the expected runtime of the

2-tournament EA using SA-2mr from {χhigh

n
, χlow

n
} with self-adaptation parameter pc and

population size λ > c log(n) for a sufficiently large constant c on optimising LeadingOnes

in the symmetric noise model (C, q), where C ∈ R, is O (nλ log (n) + n3).

Theorem 4.6.2 is the most important result of this chapter. To prove it, we consider the

two cases based on the noise level q. If the noise level is small enough compared to the

high mutation rate χhigh

n
, we use a similar approach of Theorem 4.6.1 to complete the proof.

136



4.6. Self-adapting Mutation Rates Guarantee Efficiency Under Noise

Otherwise, we use a different level partition and the new level-based theorem (Theorem 2.2.2)

to prove it. Precisely, we define a value ℓ ∈ N such that for any constant δ ∈ (0, (1/2− q)3],(
1− χhigh

n

)ℓ−1

>
1 + δ

2(1− q)
≥
(
1− χhigh

n

)ℓ
, (4.1)

and distinguish between two cases: (A) ℓ ≤ n− 2 and (B) ℓ ≥ n− 1.

For case (A) ℓ ≤ n − 2, we use the level partition defined in Definition 4.6.1. Figure 4.1

illustrates this level definition. The state space Y is divided into n + 1 levels Aj∈[0..n], with

respect to LO(x). Each of the first ℓ levels (the red/I region) is divided into two sub-

levels, A(j,1) and A(j,2), representing the low and high mutation rates, respectively. Levels

Aj∈[ℓ+1..n−1] (the green/III region) are defined as having only one sub-level A(j,1), which

represents the low mutation rate. The final level (the optimal level, the white region),

An :=: A(n,1), contains both high and low mutation rates. The sub-level A(ℓ,2) (the cyan/II

region) is extended to the rest of the state space , where f(x) ≥ ℓ and with high mutation

rate.

Definition 4.6.1. For any ℓ ∈ [0, n− 2], we define

A(j,1) :=


{(x, χlow

n
) | LO(x) = j} if 0 ≤ j ≤ n− 1,

{(x, χhigh

n
), (x, χlow

n
) | LO(x) = n} if j = n; and

A(j,2) :=


{(x, χhigh

n
) | LO(x) = j} if 0 ≤ j ≤ ℓ− 1

{(x, χhigh

n
) | LO(x) ≥ ℓ} if j = ℓ.

To compare the levels A(j,i) and A(j′,i′), we define (j, i) > (j′, i′) if either (j = j′ and i > i′)

or (j > j′). To simplify the notation, we also define (j, 1)+1 = (j, 2) and (j, 2)+1 = (j+1, 1)

for j ≤ ℓ, and (j, 1) + 1 = (j + 1, 1) for j ≥ ℓ+ 1.

To apply Theorem 2.2.2, we must estimate the “upgrading” probability that is sampling an

offspring in the higher level (condition (G1)), and the “growing” probability that sampling
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an offspring in at least the same level (condition (G2)). The individuals in the green/III

region might not have a sufficiently large probability of being selected if there are too many

individuals with high fitness and high mutation rate (the cyan/II region). The high mutation

rate can fail the optimisation under noise. Therefore, it is crucial to verify condition (G0),

which ensures that there are not too many individuals in the cyan/II region. Finally, we

gain an upper runtime bound by calculating the required population size (condition (G3)).

We first introduce some lemmas for the proof. The presence of noise essentially affects the

selection (discussed in Chapter 3), so we compute the probability of selecting a high-level

individual in noisy environments in Lemma 4.6.1. Lemmas 4.6.2-4.6.3 are used to verify

conditions (G0) and (G2) of Theorem 2.2.2, respectively.

nℓℓ − 10 ℓ + 1 n − 1

…

…

…

…

1 … …

χhigh

χlow

A(ℓ,2)

A(ℓ+1,1) A(n−1,1)

A(n,1)A(0,2) A(1,2) A(ℓ−1,2)

Ω ( 1
n ) Ω ( 1

n ) Ω ( 1
n ) Ω ( 1

n )
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I
<latexit sha1_base64="rW9g2ZCXd9fTG/a5NhsTXit/6+E=">AAAB8XicdVDLSgNBEJz1GeMr6tHLYBA8LbNBTbwFvegtgnlgsoTZyWwyZHZ2mekVw5K/8OJBEa/+jTf/xslDUNGChqKqm+6uIJHCACEfzsLi0vLKam4tv76xubVd2NltmDjVjNdZLGPdCqjhUiheBwGStxLNaRRI3gyGFxO/ece1EbG6gVHC/Yj2lQgFo2Cl2w7wezAsuxp3C0Xils8sypi4FUJIyZsTUsaeS6Yoojlq3cJ7pxezNOIKmKTGtD2SgJ9RDYJJPs53UsMTyoa0z9uWKhpx42fTi8f40Co9HMbalgI8Vb9PZDQyZhQFtjOiMDC/vYn4l9dOIaz4mVBJClyx2aIwlRhiPHkf94TmDOTIEsq0sLdiNqCaMrAh5W0IX5/i/0mj5Hqn7sn1cbF6Po8jh/bRATpCHiqjKrpENVRHDCn0gJ7Qs2OcR+fFeZ21LjjzmT30A87bJ2dukWw=</latexit>

I
<latexit sha1_base64="rW9g2ZCXd9fTG/a5NhsTXit/6+E=">AAAB8XicdVDLSgNBEJz1GeMr6tHLYBA8LbNBTbwFvegtgnlgsoTZyWwyZHZ2mekVw5K/8OJBEa/+jTf/xslDUNGChqKqm+6uIJHCACEfzsLi0vLKam4tv76xubVd2NltmDjVjNdZLGPdCqjhUiheBwGStxLNaRRI3gyGFxO/ece1EbG6gVHC/Yj2lQgFo2Cl2w7wezAsuxp3C0Xils8sypi4FUJIyZsTUsaeS6Yoojlq3cJ7pxezNOIKmKTGtD2SgJ9RDYJJPs53UsMTyoa0z9uWKhpx42fTi8f40Co9HMbalgI8Vb9PZDQyZhQFtjOiMDC/vYn4l9dOIaz4mVBJClyx2aIwlRhiPHkf94TmDOTIEsq0sLdiNqCaMrAh5W0IX5/i/0mj5Hqn7sn1cbF6Po8jh/bRATpCHiqjKrpENVRHDCn0gJ7Qs2OcR+fFeZ21LjjzmT30A87bJ2dukWw=</latexit>

I
<latexit sha1_base64="rW9g2ZCXd9fTG/a5NhsTXit/6+E=">AAAB8XicdVDLSgNBEJz1GeMr6tHLYBA8LbNBTbwFvegtgnlgsoTZyWwyZHZ2mekVw5K/8OJBEa/+jTf/xslDUNGChqKqm+6uIJHCACEfzsLi0vLKam4tv76xubVd2NltmDjVjNdZLGPdCqjhUiheBwGStxLNaRRI3gyGFxO/ece1EbG6gVHC/Yj2lQgFo2Cl2w7wezAsuxp3C0Xils8sypi4FUJIyZsTUsaeS6Yoojlq3cJ7pxezNOIKmKTGtD2SgJ9RDYJJPs53UsMTyoa0z9uWKhpx42fTi8f40Co9HMbalgI8Vb9PZDQyZhQFtjOiMDC/vYn4l9dOIaz4mVBJClyx2aIwlRhiPHkf94TmDOTIEsq0sLdiNqCaMrAh5W0IX5/i/0mj5Hqn7sn1cbF6Po8jh/bRATpCHiqjKrpENVRHDCn0gJ7Qs2OcR+fFeZ21LjjzmT30A87bJ2dukWw=</latexit>

I
<latexit sha1_base64="4XwP8qCnlx4wdm6x6iunRBUs9yg=">AAAB8nicdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9IQ5lMJ+3QSSbM3Igl9DPcuFDErV/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lpapoqxJpZCqExDNBI9ZEzgI1kkUI1EgWDsYXed++54pzWV8B+OE+REZxDzklICRvC6wB9A0q9cnvVLZsd3LHNixK45BdUEq2LWdKcpojkav9NHtS5pGLAYqiNae6yTgZ0QBp4JNit1Us4TQERkwz9CYREz72fTkCT42Sh+HUpmKAU/V7xMZibQeR4HpjAgM9W8vF//yvBTCCz/jcZICi+lsUZgKDBLn/+M+V4yCGBtCqOLmVkyHRBEKJqWiCWHxKf6ftCq2e2ZXb0/Ltat5HAV0iI7QCXLROaqhG9RATUSRRI/oGb1YYD1Zr9bbrHXJms8coB+w3r8A45+RrA==</latexit>

II
<latexit sha1_base64="4XwP8qCnlx4wdm6x6iunRBUs9yg=">AAAB8nicdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9IQ5lMJ+3QSSbM3Igl9DPcuFDErV/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lpapoqxJpZCqExDNBI9ZEzgI1kkUI1EgWDsYXed++54pzWV8B+OE+REZxDzklICRvC6wB9A0q9cnvVLZsd3LHNixK45BdUEq2LWdKcpojkav9NHtS5pGLAYqiNae6yTgZ0QBp4JNit1Us4TQERkwz9CYREz72fTkCT42Sh+HUpmKAU/V7xMZibQeR4HpjAgM9W8vF//yvBTCCz/jcZICi+lsUZgKDBLn/+M+V4yCGBtCqOLmVkyHRBEKJqWiCWHxKf6ftCq2e2ZXb0/Ltat5HAV0iI7QCXLROaqhG9RATUSRRI/oGb1YYD1Zr9bbrHXJms8coB+w3r8A45+RrA==</latexit>

II
<latexit sha1_base64="4XwP8qCnlx4wdm6x6iunRBUs9yg=">AAAB8nicdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9IQ5lMJ+3QSSbM3Igl9DPcuFDErV/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lpapoqxJpZCqExDNBI9ZEzgI1kkUI1EgWDsYXed++54pzWV8B+OE+REZxDzklICRvC6wB9A0q9cnvVLZsd3LHNixK45BdUEq2LWdKcpojkav9NHtS5pGLAYqiNae6yTgZ0QBp4JNit1Us4TQERkwz9CYREz72fTkCT42Sh+HUpmKAU/V7xMZibQeR4HpjAgM9W8vF//yvBTCCz/jcZICi+lsUZgKDBLn/+M+V4yCGBtCqOLmVkyHRBEKJqWiCWHxKf6ftCq2e2ZXb0/Ltat5HAV0iI7QCXLROaqhG9RATUSRRI/oGb1YYD1Zr9bbrHXJms8coB+w3r8A45+RrA==</latexit>

II
<latexit sha1_base64="4XwP8qCnlx4wdm6x6iunRBUs9yg=">AAAB8nicdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9IQ5lMJ+3QSSbM3Igl9DPcuFDErV/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lpapoqxJpZCqExDNBI9ZEzgI1kkUI1EgWDsYXed++54pzWV8B+OE+REZxDzklICRvC6wB9A0q9cnvVLZsd3LHNixK45BdUEq2LWdKcpojkav9NHtS5pGLAYqiNae6yTgZ0QBp4JNit1Us4TQERkwz9CYREz72fTkCT42Sh+HUpmKAU/V7xMZibQeR4HpjAgM9W8vF//yvBTCCz/jcZICi+lsUZgKDBLn/+M+V4yCGBtCqOLmVkyHRBEKJqWiCWHxKf6ftCq2e2ZXb0/Ltat5HAV0iI7QCXLROaqhG9RATUSRRI/oGb1YYD1Zr9bbrHXJms8coB+w3r8A45+RrA==</latexit>

II

<latexit sha1_base64="8okWW1WDgRHXcIJfrq0f3lbnB7c=">AAAB83icdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9oQplMJ+3QySTM3Igl9DfcuFDErT/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lo5TRVmTxiJWnYBoJrhkTeAgWCdRjESBYO1gdJ377XumNI/lHYwT5kdkIHnIKQEjeR6wB9A0q9frk16p7NjuZQ7s2BXHoLogFezazhRlNEejV/rw+jFNIyaBCqJ113US8DOigFPBJkUv1SwhdEQGrGuoJBHTfja9eYKPjdLHYaxMScBT9ftERiKtx1FgOiMCQ/3by8W/vG4K4YWfcZmkwCSdLQpTgSHGeQC4zxWjIMaGEKq4uRXTIVGEgompaEJYfIr/J62K7Z7Z1dvTcu1qHkcBHaIjdIJcdI5q6AY1UBNRlKBH9IxerNR6sl6tt1nrkjWfOUA/YL1/AXuXkf8=</latexit>

III

<latexit sha1_base64="8okWW1WDgRHXcIJfrq0f3lbnB7c=">AAAB83icdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9oQplMJ+3QySTM3Igl9DfcuFDErT/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lo5TRVmTxiJWnYBoJrhkTeAgWCdRjESBYO1gdJ377XumNI/lHYwT5kdkIHnIKQEjeR6wB9A0q9frk16p7NjuZQ7s2BXHoLogFezazhRlNEejV/rw+jFNIyaBCqJ113US8DOigFPBJkUv1SwhdEQGrGuoJBHTfja9eYKPjdLHYaxMScBT9ftERiKtx1FgOiMCQ/3by8W/vG4K4YWfcZmkwCSdLQpTgSHGeQC4zxWjIMaGEKq4uRXTIVGEgompaEJYfIr/J62K7Z7Z1dvTcu1qHkcBHaIjdIJcdI5q6AY1UBNRlKBH9IxerNR6sl6tt1nrkjWfOUA/YL1/AXuXkf8=</latexit>

III
<latexit sha1_base64="8okWW1WDgRHXcIJfrq0f3lbnB7c=">AAAB83icdVDLSsNAFJ34rPVVdelmsAiuQlKsj13Rjd1VsA9oQplMJ+3QySTM3Igl9DfcuFDErT/jzr9x0geo6IELh3Pu5d57gkRwDY7zaS0tr6yurRc2iptb2zu7pb39lo5TRVmTxiJWnYBoJrhkTeAgWCdRjESBYO1gdJ377XumNI/lHYwT5kdkIHnIKQEjeR6wB9A0q9frk16p7NjuZQ7s2BXHoLogFezazhRlNEejV/rw+jFNIyaBCqJ113US8DOigFPBJkUv1SwhdEQGrGuoJBHTfja9eYKPjdLHYaxMScBT9ftERiKtx1FgOiMCQ/3by8W/vG4K4YWfcZmkwCSdLQpTgSHGeQC4zxWjIMaGEKq4uRXTIVGEgompaEJYfIr/J62K7Z7Z1dvTcu1qHkcBHaIjdIJcdI5q6AY1UBNRlKBH9IxerNR6sl6tt1nrkjWfOUA/YL1/AXuXkf8=</latexit>

III

Figure 4.1: Illustration of the level partition defined in Definition 4.6.1. The notions on

arrows indicate the “upgrading” probabilities for levels in the proof of Theorem 4.6.2.

Lemma 4.6.1. Assume that we have a population Pt ∈ Yλ where Y := {0, 1}n×{χhigh

n
, χlow

n
}

and χhigh > χlow > 0, that is sorted such that Pt(1) ⪰ . . . ⪰ Pt(λ) on the noise-free version of

LeadingOnes function. For any γ ∈ (0, 1), any C ∈ R and any q ∈ [0, 1/2), if (x1, χ1/n)

and (x2, χ2/n) are two individuals which are uniformly at random selected from Pt, and

(z, χ′/n) is created by steps 5-8 in Algorithm 13 on the LeadingOnes function in the
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symmetric noise model (C, q), then the probability of (z, χ′/n) ⪰ Pt(⌊γλ⌋) where λ = |Pt| is

γ(2(1− q)− (1− 2q)γ) ≥ 2γ(1− q)(1− γ).

Proof. There are two events of selecting an “advanced individual”, i.e., (z, χ′/n) ⪰ Pt(⌊γλ⌋):

(a) the algorithm selects two individuals (x1, χ1/n) and (x2, χ2/n) both from the top ⌊γλ⌋

individuals of sorted Pt. This happens with probability γ2.

(b) either (x1, χ1/n) or (x2, χ2/n) from the top ⌊γλ⌋ individuals and selects such individual

even if the noise occurs.

For event (2), we assume without loss of generality that (x1, χ1/n) ⪰ (x2, χ2/n). Then the

probability of a successful comparison S, i.e, (x1, χ1/n) wins the tournament, is Pr(S) =

Pr (fn(x1) > fn(x2)) +
1
2
Pr (fn(x1) = fn(x2)) = (1 − q), where the last equation is from

Lemma 3.2.1 (f). Therefore, we obtain Pr(S) = (1− q)2 + (1− q)q = 1
2
+ 1

2
− q. Thus, the

probability of selecting an individual in the top ⌊γλ⌋ individuals of sorted Pt is

γ2 + 2γ(1− γ) Pr(S) = γ (2 (1− q)− (1− 2q) γ)

≥ 2γ(1− q)(1− γ).

The following lemma ensures that there are not too many individuals in the cyan/II region.

Lemma 4.6.2 (Condition (G0)). Given any subset B ⊂ Y where Y := {0, 1}n×{χhigh

n
, χlow

n
}

and χhigh > χlow > 0, let Yt := |Pt ∩B| be the number of individuals in population Pt of the

2-tournament EA with SA-2mr from {χhigh

n
, χlow

n
} and pc ∈ o(1)∩Ω(1/n) that belong to subset

B. Consider the symmetric noise model (C, q), where C ∈ R and constant q ∈ [0, 1/2). If

there exist three parameters ρ, ε, σ ∈ (0, 1) such that Pr ((y, χ′/n) ∈ B | (z, χ/n) ∈ B) ≤ ρ,

and Pr ((y, χ′/n) ∈ B | (z, χ/n) /∈ B) ≤ σψ− ε for ψ ∈ [ψ0, 1], where ψ0 =
2(1−q)−(1−σ)/ρ

1−2q
and

ψ0 ∈ (0, 1), then

Pr ((y, χ′/n) ∈ B | |Pt ∩B| ≤ ψλ) ≤ ψ(1− ε).
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This lemma is very similar to Lemma 2 in (Dang and Lehre, 2016b).

Proof. Let ψ := Yt/λ. For the upper bound, we assume that all search points in B have

higher fitness and higher mutation rate than search points in X\B. Then,

Pr ((z, χ/n) ∈ B ∧ (y, χ′/n) ∈ B) = Pr ((z, χ/n) ∈ B) Pr ((y, χ′/n) ∈ B | (z, χ/n) ∈ B)

by Lemma 4.6.1,

≤ ψ (2 (1− q)− (1− 2q)ψ) ρ.

Let g(ψ) = ψ (2 (1− q)− (1− 2q)ψ) which is monotone increasing when ψ ∈ (0, 1) by

Lemma A.2.11 (1), such that

≤ (max(ψ0, ψ)) ρ

by ψ ≥ ψ0 and the value of ψ0,

≤ ψ (2 (1− q)− (1− 2q)ψ0) ρ = ψ(1− σ).

Thus, the probability of producing an individuals in B is

Pr ((y, χ′/n) ∈ B | |Pt ∩B| ≤ ψλ) = Pr ((z, χ/n) ∈ B ∧ (y, χ′/n) ∈ B | |Pt ∩B| ≤ ψλ)

+ Pr ((z, χ/n) /∈ B ∧ (y, χ′/n) ∈ B | |Pt ∩B| ≤ ψλ)

≤ ψ(1− σ) + (σψ − ε)

≤ ψ − ε < ψ(1− ε) ≤ ψ(1− ε).

The following lemma gives the “expanding” probability of sampling an offspring in at least

the same level.
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Lemma 4.6.3 (Condition (G2)). Assume that 0 < δ ≤ (1
2
− q)3 and q ∈ [0, 1/2) are any

constants, ψ0 :=
1−q

1/2−q

(
1− 1−(1/2)(1/2−q)2

1+δ

)
and the state space Y := {0, 1}n × {χhigh

n
, χlow

n
} is

divided according to Definition 4.6.1. Consider LeadingOnes in the symmetric noise model

(C, q) where C ∈ R. There exist constants ∆ ∈ (0, (−q/5 + 1/10)/2] and γ0 ∈ (0,−q/90 +

1/180], for any population Pt of the 2-tournament EA with SA-2mr from {χhigh

n
, χlow

n
} and

pc ∈ o(1)∩Ω(1/n), any γ ∈ (0, γ0] and (j, i) ≥ (ℓ, 2), if |Pt∩A(ℓ,2)| ≤ ψ0λ, |Pt∩A≥(j,i)| ≥ γ0λ

and |Pt ∩ A≥(j,i)+1| ≥ γλ, then Pr
(
(y, χ′/n) ∈ A≥(j,i)+1

)
≥ γ(1 + ∆).

Proof. We assume that |Pt ∩ A(ℓ,2)| ≤ ψ0λ. By the definition of ψ0, and 0 < δ ≤ (1/2− q)3,

we get upper and lower bounds of ψ0 for later use. By replacing for the upper on δ in the

definition of ψ0,

ψ0 ≤
2(1− q)−

2
(
1− 1

2(
1
2
−q)

2
)
(1−q)

1+(1/2−q)3

1− 2q

=
4− 16q + 20q2 − 8q3

9− 6q + 12q2 − 8q3
. (4.2)

Then by replacing for the lower on δ in the definition of ψ0,

ψ0 >
2(1− q)− 2

(
1− 1

2

(
1
2
− q
)2)

(1− q)

1− 2q

=

(
1

2
− q
)(

1

2
− q

2

)
. (4.3)

We now derive a lower bound p0 on the probability that given an individual (z, χ/n)

in level A≥(j,i)+1, the mutation operator produces an individual (y, χ′/n) in A≥(j,i)+1, for

(j, i) ≥ (ℓ, 2). The levels higher than A(ℓ,2) are all with mutation rate χlow

n
except the optimal

level A(n,1), thus

Pr
(
(y, χ′/n) ∈ A≥(j,i)+1 | (z, χ/n) ∈ A≥(j,i)+1

)
≥
(
1− χlow

n

)n
(1− pc)
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by Lemma A.2.5,

≥ e−χlow

(
1− χlow

2

n

)
(1− pc) =: p0 = (1− o(1)),

since pc ∈ o(1) and χlow ∈ o(1).

Based on the level partition, the individuals in levels A≥(j,i)+1 are fitter than any other

individual not in A(ℓ,2), but could be less fit than individuals in A(ℓ,2). Consequently, an

individual in A≥(j,i)+1 can be generated under the condition that the following sequence of

events occurs: event (a) no individual is selected from A(ℓ,2), event (b) at least one individual

is selected from A≥(j,i)+1 and it is exactly selected after comparison (Line 3 in Algorithm 5),

and event (c) with probability at least p0, the mutated individual z is in A≥j+1. The prob-

ability of event (a) occurring is given by Pr(S) = 1 − q, as demonstrated in Lemma 4.6.1.

Thus, the joint probability of these events is at least

2γ(1− ψ0 − γ)(1− q)p0 = 2γ(1− q)(1− ψ0 − γ)(1− o(1))

by Eq. (4.2),

≥ 2γ(1− q)
(
1− 4− 16q + 20q2 − 8q3

9− 6q + 12q2 − 8q3
− γ
)
(1− o(1))

= 2γ(1− q)
(

5 + 10q − 8q2

9− 6q + 12q2 − 8q3
− γ
)
(1− o(1))

by γ0 ∈ (0,−q/90 + 1/180], then for all γ ∈ (0, γ0),

≥ 2γ(1− q)
(

5 + 10q − 8q2

9− 6q + 12q2 − 8q3
− γ0

)
(1− o(1))

= 2γ(1− q)
(

5 + 10q − 8q2

9− 6q + 12q2 − 8q3
− 1

180
+

q

90

)
(1− o(1))

= γ

(
1 +

81 + 1473q − 4368q2 + 2216q3 − 48q4 + 16q5

90(9− 6q + 12q2 − 8q3)

)
(1− o(1))

142



4.6. Self-adapting Mutation Rates Guarantee Efficiency Under Noise

by Lemma A.2.11 (2), we know 90(9− 6q + 12q2 − 8q3) < 810, then

> γ

(
1 +

81 + 1473q − 4368q2 + 2216q3 − 48q4 + 16q5

810

)
(1− o(1))

= γ

(
1 +

(
1

10
+

491q

270
− 728q2

135
+

1108q3

405
− 8q4

135
+

8q5

405

))
(1− o(1))

by ∆ ∈ (0, (−q/5+1/10)/2] which is a constant and Lemma A.2.11 (3), we know 1
10
+ 491q

270
−

728q2

135
+ 1108q3

405
− 8q4

135
+ 8q5

405
≥ 2∆, then

≥ γ(1 + 2∆)(1− o(1)) ≥ γ(1 + ∆).

We now prove Theorem 4.6.2 using Lemmas 4.6.1 to 4.6.3.

Proof of Theorem 4.6.2. Recall Eq. 4.1, we first consider case (A) ℓ ≤ n− 2 which refers

to the level partition defined by Definition 4.6.1. We apply the new level-based theorem

(Theorem 2.2.2) with respect to this level partitioning. Prior to proving the theorem, we

introduce several constants that will be used in the subsequent calculations: δ is any constant

that satisfies 0 < δ ≤ (1/2− q)3, ρ := 1+δ
2(1−q) , σ := (1/2 − q)2/2, ψ0 := 2(1−q)−(1−σ)/ρ

1−2q
,

ζ := 1
40

(
1
2
− q
)3, ε := (1/2 − q)3/10 > 0, γ0 := min

{
δ

4(1+δ)
,−q/90 + 1/180

}
and ∆ :=

min {(−q/5 + 1/10)/2, δ/2}.

We now show that the condition (G0) of Theorem 2.2.2 is satisfied. We consider A(ℓ,2)

as the B subset in Theorem 2.2.2 for all (j, i) ≥ (ℓ, 2) (the cyan/II region illustrated in

Figure 4.1). Assume (z, χ/n) ∈ A(ℓ,2), then, to produce (y, χ′/n) ∈ A(ℓ,2), it is necessary not

to change the mutation rate and not flip the first ℓ bits. Using Eq. (4.1) and pc ∈ (0, 1), the

probability of this event is

Pr
(
(y, χ′/n) ∈ A(ℓ,2)|(z, χ/n) ∈ A(ℓ,2)

)
= (1− pc)

(
1− χhigh

n

)ℓ
<

1 + δ

2(1− q)
= ρ.
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When applying Lemma 4.6.2, we use the parameter ψ0 which has been defined in terms of ρ

and σ, as

ψ0 =
2(1− q)− (1− σ)/ρ

1− 2q

=
1− q
1/2− q

(
1− 1− (1/2) (1/2− q)2

1 + δ

)

by Eq. (4.3),

>

(
1

2
− q
)(

1

2
− q

2

)
.

If (z, χ/n) is not in A(ℓ,2), it is necessary to flip at least one specific bit-position, or change

the mutation rate, an event which occurs with probability

Pr
(
(y, χ′/n) ∈ A(ℓ,2) | (z, χ/n) /∈ A(ℓ,2)

)
< max

{
pc,

χhigh

n

}
which is by constants pc,

χhigh

n
∈ o(1), ψ0, σ > 0 and ε = (1/2− q)3/10 > 0, then

< ψ0σ − ε ≤ ψσ − ε.

ψ0σ − ε >
(
1

2
− q
)(

1

2
− q

2

)
(1/2− q)2

2
− (1/2− q)3

10

=
1

20

(
1

2
− q
)3

(3− 5q)

since q < 1/2, we have 3− 5q > 1/2, then

>
1

40

(
1

2
− q
)3

=: ζ > 0,

where ζ is a constant which is larger than max
{
pc,

χhigh

n

}
= o(1). Lemma 4.6.2 now implies

that condition (G0) satisfied with ψ0 =
1−q

1/2−q

(
1− 1−(1/2)(1/2−q)2

1+δ

)
.

We then verify condition (G2) of Theorem 2.2.2. We first consider the case of (j, i) ≤

(ℓ, 1) (the red/I region illustrated in Figure 4.1). Recall the definition of γ0 and define
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A+ := A≥(j,i)+1 Assume that |Pt ∩ A+| = γλ for γ ∈ (0, γ0]. To produce an individual

(y, χ′/n) ∈ A+, it suffices to select an individual (z, χ/n) ∈ A+, do not change the mutation

rate and do not flip the first j + 1 bits, then the lower bound of this probability is,

Pr

(
(y,

χ′

n
) ∈ A+

)
= Pr

(
(z,

χ

n
) ∈ A+

)
Pr

(
(y,

χ′

n
) ∈ A+|(z,

χ

n
) ∈ A+

)
= 2γ(1− q)(1− γ)(1− pc)

(
1− χ′

n

)j
since j ≤ ℓ in this case,

≥ 2γ(1− q)(1− γ)(1− pc) (1− χ′/n)
ℓ

≥ 2γ(1− q)(1− γ)(1− pc) (1− χhigh/n)
ℓ

by the definition of ℓ in Eq. (4.1),

≥ 2γ(1− q)(1− γ)(1− pc)
1 + δ

2(1− q)

(
1− χhigh

n

)
= γ(1− γ)(1− pc)(1 + δ)(1− o(1))

≥ γ(1− γ0)(1− pc)(1 + δ)(1− o(1))

≥ γ (1 + 3δ/4) (1− pc)(1− o(1))

then since ∆ = δ/2 and pc ∈ o(1),

≥ γ(1 + ∆).

We also know that condition (G2) is satisfied if (j, i) ≥ (ℓ, 2) from Lemma 4.6.3 for constants

γ0 and ∆.

We now verify condition (G1) of Theorem 2.2.2. Assume that the size of Pt ∩A≥(j,i) is at

least γ0λ, i.e., γ0λ ≤ |Pt ∩ A≥(j,i)|. The lower bound of selecting an individual (z, χ/n) ∈

A≥(j,i) is Pr
(
(z, χ/n) ∈ A≥(j,i)

)
≥ γ20 = Ω(1). We distinguish levels into four groups:
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• For levels A(j,1)≤(ℓ,1) (the red/I region with χlow in Figure 4.1), to produce an individual

(y, χ′/n) ∈ A≥(j,1)+1 it suffices to select an individual (z, χ/n) ∈ A≥(j,1) and change its

mutation rate from χlow

n
to χhigh

n
, then this probability is at least

Pr
(
(y, χ′/n) ∈ A≥(j,1)+1

)
≥ Pr

(
(z, χ/n) ∈ A≥(j,1)

)
pc(1− q)

=: z(j,1) ∈ Ω

(
1

n

)
.

• For levels A(j,2)≤(ℓ−1,2) (the red/I region with χhigh

n
in Figure 4.1), to produce an individual

(y, χ′/n) ∈ A≥(j,2)+1 it suffices to select an individual (z, χ/n) ∈ A≥(j,2), do not change the

mutation rate and only flip the (j + 1)-th bit, then the lower bound of this probability is

Pr
(
(y, χ′/n) ∈ A≥(j,2)+1

)
≥ Pr

(
(z, χ/n) ∈ A≥(j,2)

)
(1− pc)(1− q)

(
1− χhigh

n

)n−1 χhigh

n

=: z(j,2) ∈ Ω

(
1

n

)
.

• For level A(ℓ,2) (the cyan/II region in Figure 4.1), to produce an individual (y, χ′/n) ∈

A≥(ℓ+1,1) it suffices to select an individual (z, χ/n) ∈ A≥(ℓ,2), change its mutation rate

from χhigh

n
to χlow

n
and only flip the ℓ+1-th bit, then the lower bound of this probability is

Pr
(
(y, χ′/n) ∈ A≥(ℓ+1,1)

)
≥ Pr

(
(z, χ/n) ∈ A≥(ℓ,2)

)
(1− q)pc

(
1− χlow

n

)n−1 χlow

n

=: z(ℓ,2) ∈ Ω

(
1

n3

)
.

• For levels A(j,1)≥(ℓ+1,1) (the green/III region in Figure 4.1), to produce an individual

(y, χ′/n) ∈ A≥(j+1,1) it suffices to select an individual (z, χ/n) ∈ A≥(j,1), do not change the

mutation rate and only flip the (j + 1)-th bit, then the lower bound of this probability is

Pr
(
(y, χ′/n) ∈ A≥(j+1,1)

)
≥ Pr

(
(z, χ/n) ∈ A≥(j,1)

)
(1− q)(1− pc)

(
1− χlow

n

)n−1 χlow

n

=: z(j,1) ∈ Ω

(
1

n2

)
.

Then we compute the population size required by condition (G3). Since γ0,∆ > 0 are

some constants and m = 2ℓ + (n − ℓ) ≤ 2n, then λ > 12
γ0∆2 ln

(
300m

min{z(j,i)}∆2

)
= O (log(n)).

Condition (G3) is satisfied by λ ≥ c log(n) for a sufficiently large constant c.

146



4.6. Self-adapting Mutation Rates Guarantee Efficiency Under Noise

Finally, all conditions of Theorem 2.2.2 hold, and the expected runtime is no more than

E[T ] ≤ 12λ

∆
+

96

∆2

ℓ∑
j=0

(
λ ln

(
6∆λ

4 + z(j,1)∆λ

)
+

1

z(j,1)

)

+
96

∆2

ℓ−1∑
j=0

(
λ ln

(
6∆λ

4 + z(j,2)∆λ

)
+

1

z(j,2)

)
+

96

∆2

(
λ ln

(
6∆λ

4 + z(ℓ,2)∆λ

)
+

1

z(ℓ,2)

)
+

96

∆2

n−1∑
j=ℓ+1

(
λ ln

(
6∆λ

4 + z(j,1)∆λ

)
+

1

z(j,1)

)
= O

(
λ+ (ℓ+ 1) (λ log(n) + n) + ℓ (λ log(n) + n)

+
(
λ log(n) + n3

)
+ (n− ℓ− 2)

(
λ log(n) + n2

))
= O(nλ log(n) + n3).

For case (B) ℓ ≥ n − 1, we know that 1+δ
2(1−q) ≤

(
1− χhigh

n

)n−1
=
(
1− χhigh

n

)n
/(1 − o(1)).

We use the level-based theorem (Theorem 2.2.1) on the level partition applied in the proof

of Theorem 4.6.1. Condition (G2) can be verified by definitions of ∆ and γ0:

Pr
(
(y, χ′/n) ∈ A≥(j,i)+1

)
= Pr

(
(z, χ/n) ∈ A≥(j,i)+1

)
· Pr

(
(y, χ′/n) ∈ A≥(j,i)+1 | (z, χ/n) ∈ A≥(j,i)+1

)
≥ (γ2 + 2γ(1− γ))(1− q)(1− pc)

(
1− χ′

n

)n
≥ 2γ(1− γ)(1− q)(1− pc)

(
1− χhigh

n

)n
≥ γ(1 + ∆).

Condition (G1) is similar with the proof of Theorem 4.6.1. Then, we know that the runtime

is O(nλ log(n) + n2) if using population size λ > c log(n) for a sufficiently large constant c.

Therefore, the overall runtime is O(nλ log(n) + n3).
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4.7 Experiments

As a complement to our theoretical analysis, we expand our investigation to include both

the symmetric, one-bit and bit-wise noise models, as well as self-adaptation of mutation

rates within a given interval. In this section, we empirically analyse the performance of

2-tournament EAs using fixed and self-adaptive mutation rates on LeadingOnes and One-

Max under different levels of noise. Additionally, we investigate the behaviour of mutation

rates in self-adaptation under noise.

We use the parameter settings satisfying the runtimes analyses in Sections 4.4-4.6. For

fixed mutation rates, we use χhigh

n
= 1/(2n) and χlow

n
= 5/n2 which are less than the error

threshold ln(2)/n for the 2-tournament EA (Lehre, 2010). For the SA-2mr, we self-adapt

mutation rates from {χhigh

n
, χlow

n
} with a self-adaptation parameter pc = 1/(10n). For the SA,

we set self-adaptive parameters A = 1.2 and pinc = 0.4 as also utilised in Chapter 7. All

algorithms use the same population size of λ = 200 ln(n), and a uniformly sampled initial

population. For symmetric noise, we study algorithms on LeadingOnes and OneMax

with noise levels q ∈ {0.2, 0.3, 0.4} and q ∈ {0.2, 0.3, 0.4}, respectively. For one-bit noise,

we study algorithms on LeadingOnes and OneMax with noise levels q ∈ {0.4, 0.6, 0.8}

and q ∈ {0.85, 0.90, 0.95}, respectively. For bit-wise noise, we examine algorithms applied to

LeadingOnes and OneMax with noise levels p ∈ {0.8/n, 1.0/n, 1.2/n} and p ∈ {5 ln(n)/n,

6 ln(n)/n, 7 ln(n)/n}, respectively, which are set with respect to the problem size n. For each

setting, we independently run each algorithm 100 times for LeadingOnes and OneMax

with problem size n = 100 to 200 with step size 10 and n = 100 to 500 with step size 40,

respectively, and record runtimes. To monitor the behaviour of self-adaptive algorithms, we

record mutation parameters χ of individuals during each run. Additionally, we independently

perform each self-adaptive algorithm 30 times on each setting. As a comparison, we also run

the same experiments without noise. Outcomes for both the one-bit noise and bit-wise noise
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Figure 4.2: Runtimes of 2-tournament EAs on LeadingOnes under symmetric noise with

different noise levels (C = 0).

models are presented in Sections 4.7.2 and 4.7.3, respectively. Comprehensive statistical

results of the experiments can be found in Appendix A.4, including medians and hypothesis

test results.

4.7.1 Symmetric Noise

Figures 4.2-4.3 illustrate the runtimes on LeadingOnes and OneMax under symmetric

noise, respectively. The corresponding statistical results are displayed in Tables A.1-A.4 and

Tables A.5-A.8, respectively. Note that the y-axes in Figures 4.2 (c)-(d) and Figures 4.7 (a)-

(d) are log-scaled, and all runtimes are divided by n2 for LeadingOnes and n ln(n) for

OneMax, respectively. These divisions correspond to the well-known runtime results for

the LeadingOnes and OneMax function in noise-free scenarios. Note that the runtime of
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Figure 4.3: Runtimes of 2-tournament EAs on OneMax under symmetric noise with differ-

ent noise levels (C = 0).

the 2-tournament EA using the high mutation rate exceeds the evaluation budget of 5× 107

for optimising LeadingOnes for n ≥ 150 under symmetric noise with noise level q = 0.2,

and for n ≥ 100 with noise level q = 0.3. Similarly, on OneMax, the runtime of the 2-

tournament EA using the high mutation rate exceeds the evaluation budget of 2 × 108 for

n ≥ 110 under symmetric noise with noise level q = 0.4.

From Theorems 3.3.8 and 3.3.6, we can conclude that the runtime of the 2-tournament EA

using the mutation rate χ/n = 0.5/n on LeadingOnes under symmetric noise is polynomial

when the noise level q < 0.1756, and exponential when q > 0.1757. Figure 4.2 supports these

theoretical results, indicating that using a high mutation rate of χ/n = 0.5/n may fail to

optimise LeadingOnes under high-level noise q ≥ 0.2. On the other hand, employing

a low mutation rate is slower than using a high mutation rate under low-level symmetric

noise (q ≤ 0.1) when optimising LeadingOnes. However, the 2-tournament EA using
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Figure 4.4: The percentage of χhigh

n
individuals and the highest real fitness value per gener-

ation for 2-tour’ EA with SA-2mr under symmetric noise with different noise levels (C = 0,

30 runs).

SA-2mr achieves comparable performance to the high mutation rate when the noise level

is q ≤ 0.1. Furthermore, it outperforms the low mutation rate under high-level symmetric

noise, specifically when q ≥ 0.2. Most notably, the 2-tournament EA using SA outperforms

all other algorithms across all tested noise levels.

From Figures 4.3 (a), (b), (c), it is evident that the 2-tournament EA employing a low

mutation rate is slower than using a high mutation rate under low-level symmetric noise

(i.e., q ≤ 0.3) when optimising OneMax. However, as shown in Figure 4.3 (d), the high

mutation rate may fail to optimise LeadingOnes under high-level noise, whereas employing

a low mutation rate can be more efficient. Similarly, the 2-tournament EA using SA-2mr
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(a) LeadingOnes (n = 100)
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Figure 4.5: Real fitness and mutation parameter of the highest real fitness individual per

generation of 2-tour’ EA with SA under symmetric noise with different noise levels (C = 0,

30 runs).

achieves performance comparable to the high mutation rate when the noise level is q ≤

0.3. Furthermore, it outperforms the low mutation rate under high-level symmetric noise,

specifically when q = 0.4. Most notably, the 2-tournament EA using SA outperforms all

other algorithms across all tested noise levels.

Figures 4.4-4.5 present the relationships between mutation rates and real fitness values

under different levels of one-bit noise in SA-2mr and SA, respectively. The lines indicate the

median of values of 30 runs. The corresponding shadows indicate the IQRs. We observe a

decrease in the mutation rate when the noise level increases on LeadingOnes and OneMax

152



4.7. Experiments

10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

50

100

150

R
u
n
ti
m

e
=n

2
(a) Noise-free

@high @low

SA-2mr SA

10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

50

100

150
(b) Noise level q = 0:4

10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

Problem size n

50

100

150

200

250

R
u
n
ti
m

e
=n

2

(c) Noise level q = 0:6
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Figure 4.6: Runtimes of 2-tournament EAs on LeadingOnes under one-bit noise with

different noise levels.

in both self-adaptations. Particularly, using SA not only reduces the mutation rate below the

error threshold (χ/n < ln(2)/n) (Lehre, 2010), but also furthermore reduces it with respect

to the noise level on LeadingOnes and OneMax.

4.7.2 One-bit Noise

Figures 4.6-4.7 illustrate runtimes on LeadingOnes and OneMax under one-bit noise,

respectively. The corresponding statistical results are displayed in Tables A.9-A.11 and Ta-

bles A.12-A.14, respectively. Note that the y-axes in Figures 4.6 (c)-(d) and Figures 4.7 (a)-

(d) are log-scaled, and all runtimes are divided by n2 for LeadingOnes and n ln(n) for

OneMax, respectively.

From Figures 4.6 (a), (b), (c), it is evident that the 2-tournament EA employing a low
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(b) Noise level q = 0:85
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(c) Noise level q = 0:9
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Figure 4.7: Runtimes of 2-tournament EAs on OneMax under one-bit noise with different

noise levels.

mutation rate is slower than using a high mutation rate under low-level one-bit noise (i.e.,

q ≤ 0.6) when optimising LeadingOnes. Conversely, utilising a high mutation rate results

in faster optimisation. However, as shown in Figure 4.6 (d), the high mutation rate may fail to

optimise LeadingOnes under high-level noise. Note that the runtime of the 2-tournament

EA utilising a high mutation rate exceeds the evaluation budget of 2× 108 when optimising

LeadingOnes for n ≥ 170 under one-bit noise with noise level q = 0.8. Specifically, the

runtimes of using a high mutation rate increase sharply as the problem size grows under

high-level one-bit noise (q = 0.8), whereas employing a low mutation rate can be more

efficient. This observation is consistent with the theoretical study presented in Section 4.4.

On the other hand, the 2-tournament EA using SA-2mr achieves performance comparable

to the high mutation rate when the noise level is q ≤ 0.4 and is only slightly slower than

the high mutation rate when the noise level is q = 0.6. Furthermore, it outperforms the low

mutation rate under high-level one-bit noise, specifically when q = 0.8. Most notably, the
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(a) LeadingOnes (n = 100)
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(b) OneMax (n = 100)
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Figure 4.8: The percentage of χhigh

n
individuals and the highest real fitness value per gener-

ation for 2-tour’ EA with SA-2mr under one-bit noise with different noise levels (30 runs).

2-tournament EA using SA outperforms all other algorithms across all tested noise levels.

In Figure 4.7, which presents results on the OneMax problem, both the high mutation rate

EA and self-adaptive EAs outperform the low mutation rate EA across all noise levels. The

efficiency of the high mutation rate under high-level noise on OneMax can be explained by

Theorem 3.3.1, which states that the 2-tournament EA with a constant mutation parameter

χ can achieve the optimum in expected time O(n log(n)) on OneMax under any level of

one-bit noise. Despite this, the 2-tournament EA using SA-2mr is only marginally slower

than the high mutation rate for all noise levels, and using SA results in faster performance

compared to all others.
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(a) LeadingOnes (n = 100)
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Figure 4.9: Real fitness and mutation parameter of the highest real fitness individual per

generation of 2-tour’ EA with SA under one-bit noise with different noise levels (30 runs).

Similar with Section 4.7.1, Figures 4.8-4.9 show a decrease in the mutation rate when the

noise level increases on LeadingOnes in both self-adaptations.

4.7.3 Bit-wise Noise

Figures 4.10-4.11 illustrate runtimes on LeadingOnes and OneMax under bit-wise noise,

respectively. The corresponding statistical results are displayed in Tables A.16-A.17 and

Tables A.18-A.20, respectively. Note that the y-axes in Figures 4.11 (c)-(d) are log-scaled.

In Figure 4.10, we observe that the 2-tournament EA employing SA-2mr is faster than

the low mutation rate and slower than the high mutation rate for noise levels p = 0.8/n
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Figure 4.10: Runtimes of 2-tournament EAs on LeadingOnes under bit-wise noise with

different noise levels.

and 1.0/n, but the gap is not substantial. Consistent with previous observations in the

one-bit noise model, under high-level noise p = 1.2/n, using SA-2mr outperforms all static

algorithms. Note that the runtime of the 2-tournament EA utilising a high mutation rate

exceeds the evaluation budget of 2 × 108 when optimising LeadingOnes and OneMax

for n ≥ 160 and n ≥ 100 under bit-wise noise with noise levels p = 1.2/n and 7 ln(n)/n,

respectively. Furthermore, the 2-tournament EA using SA consistently achieves the best

performance regardless of the noise level. In Figure 4.11, the 2-tournament EA employing SA-

2mr demonstrates better performance than the low mutation rate. Additionally, it exhibits

comparable performance to the high mutation rate when the noise level is p = 5 ln(n)/n

and faster performance for other noise levels, namely p = 6 ln(n)/n and 7 ln(n)/n. As

always, the 2-tournament EA using SA demonstrates consistently the best performance in

this setting. Similar to the results of symmetric and one-bit noise, Figures 4.12-4.13 show
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Figure 4.11: Runtimes of 2-tournament EAs on OneMax under bit-wise noise with different

noise levels.

that self-adaptive EAs self-adapt the mutation rate to the noise level.

4.8 Conclusion

In this chapter, we conducted runtime analysis and empirical analysis on the 2-tournament

EAs with self-adaptive mutation rates in a noisy environment. Although the noise model

examined in the theoretical study is relatively simplistic and artificial, our findings still

provide a compelling indication that the self-adaptive EA remarkably adapts to the presence

of noise. The empirical results further affirm that self-adaptation can adjust mutation rates

according to noise, thereby leading to more efficient optimisation than other algorithms.
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Figure 4.12: The percentage of χhigh

n
individuals and the highest real fitness value per gener-

ation for 2-tour’ EA with SA-2mr under bit-wise noise with different levels (30 runs).
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Figure 4.13: Real fitness and mutation parameter of the highest real fitness individual per

generation of 2-tour’ EA with SA under bit-wise noise with different noise levels (30 runs).
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Chapter Five

Self-adaptation on

Dynamic Optimisation

Authors: Per Kristian Lehre and Xiaoyu Qin

This chapter is based on the following publication:

Self-adaptation Can Help Evolutionary Algorithms Track Dynamic Optima (Lehre and Qin,

2023a) which is published in Proceedings of the Genetic and Evolutionary Computation

Conference (GECCO’23).
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5.1 Introduction

EAs can solve a wide variety of dynamic optimisation problems, where the objective function

changes over time (Jin and Branke, 2005). In this context, algorithms need to adapt and up-

date solutions quickly since previously best solutions might no longer be good. As introduced

in Section 2.3.3.2, many rigorous analyses of EAs and other randomised search heuristics in

dynamic environments have been published in the previous two decades. Changes in the

objective function could lead to modifications in the appropriate parameter settings. There-

fore, dynamic parameter settings might be necessary for dynamic optimisation problems.

Self-adaptation could contribute to the control of parameters during optimisation. As dis-

cussed in Section 2.3.2, an empirical study illustrated that the self-adaptive parameter control

mechanism could effectively respond to changes in the fitness function, transitioning from

OneMax to ZeroMax (Smith, 2001). However, the benefit of self-adaptation on dynamic

optimisation problems remains unknown.

In this chapter, we explore whether self-adaptation can be beneficial in dynamic optimisa-

tion. We specifically examine a tracking dynamic optima problem with changing structure

that requires adjustable parameter settings. The structure, as previously discussed, refers

to the number of relevant bits. This problem, the so-called Dynamic Substring Matching

(DSM) problem, requires algorithms to successively find and hold the solutions that match

a sequence of bit-flipping and length-varying target substrings (structure-changing optima)

within specified evaluation budgets. We show that EAs with any fixed mutation rate get lost

with constant probability somewhere during tracking the DSM problem (Lemma 5.5.1), re-

sulting in an exponentially small probability of achieving the final optimum (Theorem 5.5.1).

Therefore, variable mutation rates may be necessary to successfully track the optimum.

The primary contribution of this work lies in conducting the first rigorous study of self-

adaptive parameter control mechanisms in dynamic optimisation. We analyse the (µ, λ) self-
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adaptive EA, an algorithm studied in (Case and Lehre, 2020) and described as Algorithm 7

employing the fitness-first sorting partial order with a preference for high mutation rate

(Definition 2.2.4(b)), the (µ, λ) selection (Algorithm 9), and the self-adapting mutation rate

strategy presented in Algorithm 10 on solving the DSM problem. Our study shows that

this algorithm can track every optimum in the DSM problem (Lemma 5.4.1) and achieve

the final optimum with an overwhelmingly high probability (Theorem 5.4.1). Conversely,

we demonstrate that static mutation-based EAs (both Algorithms 2 and 3) struggle with

tracking the DSM problem.

Another contribution is a level-based theorem with tail bounds (Theorem 5.3.1). To

assess the capacity of the self-adaptive EA in tracking dynamic optima, it is necessary to

determine a lower bound of the probability of achieving the current optimum within the

specified evaluation budget. To address our requirements, we develop a level-based theorem

with tail bounds.

The chapter is organised as follows: Section 5.2 introduces the DSM function. Section 5.3

develops a level-based theorem with tail bounds for later analysis. Sections 5.4-5.5 demon-

strate that the (µ, λ) self-adaptive EA can track dynamic optima of the DSM function, and

show the inefficiency of static mutation-based EAs, respectively. The chapter concludes in

Section 5.6.

5.2 Dynamic Substring Matching Problem

In dynamic environments, the number of pertinent bits may fluctuate (structure changing).

This chapter considers the DSM problem, which involves this situation. Let ε ∈ (0, 1), k > 0,

κ ∈ {0, 1}ℓ1 where ℓ1 ∈ [n − 1], and m ∈ [n − ℓ1] be the parameters of the DSM problem,

then the DSMκ,m,ε,k problem aims to match a sequence of bit-flipping and length-varying
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target substrings (κi)i∈[4m] in a sequence of corresponding evaluation budgets (Ti)i∈[4m]. The

length of target substrings varies between ℓ1 and ℓ2 where ℓ2 = ℓ1 +m resulting in structure

changing. The dynamics of the DSM problem is updated in four phases.

1. for i ∈ [m], the previous target substring κi−1 and the current target substring κi are

the same length but one bit different: κi generated by uniformly at random change

one bit of κi−1;

2. for i ∈ [m + 1..2m], the target substrings are becoming longer: κi generated by ap-

pending one random bit in the end of κi−1;

3. for i ∈ [2m+ 1..3m], similar to stage (1): κi−1 and κi are the same length but one-bit

different;

4. for i ∈ [3m + 1..4m], the target substrings are becoming shorter: κi−1 generated by

removing the last bit of κi−1 and uniformly at random flip one of the rest of bits.

Figure 5.1 illustrates a sequence of target substrings in an example DSM problem. The

sequence of corresponding evaluation budgets (Ti)i∈[4m] depends on the lengths of the target

substrings, i.e., knε|κi|. The target substrings are changed after evaluation budgets run

out. We call a period between two times of the target change a phase. We assume that

the algorithms start from a starting substring κ0. The algorithms are required to find and

hold solutions matching the current target substring before the target changes. The DSM

problem is formally defined in Definition 5.2.1.

Definition 5.2.1. Let κ be some starting target substring where |κ| =: ℓ1 ∈ [n− 1], and m

be a positive integer where ℓ1 +m =: ℓ2 ≤ n. Let (κi)i≥0 be a sequence of target substrings
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ϰ1
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Figure 5.1: A sequence of target substrings in an example of DSMκ,m,ε,k (κ = 110, n = 20,

m = 4), s.t. ℓ1 = 10 and ℓ2 = 14.

generated by

κi :=



κ if i = 0,

z, where z ∼ Unif(N(κi−1)) if 1 ≤ i ≤ m,

κi−1 ⋄ a, where a ∼ Unif({0, 1}) if m+ 1 ≤ i ≤ 2m,

z, where z ∼ Unif(N(κi−1)) if 2m+ 1 ≤ i ≤ 3m,

z, where z ∼ Unif
(
N
(
κi−1

1:(|κi−1|−1)

))
if 3m+ 1 ≤ i ≤ 4m.

(5.1)

Let (Ti)i∈N be a sequence of the numbers of evaluation moving from κi−1 to κi (evaluation

budget for κi) generated by Ti := knε|κi+1|, where ε ∈ (0, 1) and k > 0 are some constants.

For t ∈ N, the dynamic substring matching (DSM) problem with the starting target substring
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κ is defined as:

DSMκ,m,ε,k
t (x) :=


2 if M(κ(t), x) = 1,

1 else if M(κ′(t), x) = 1,

0 otherwise,

(5.2)

where κ(t) := κi, and κ′(t) := κi−1, for i =


1 if t ≤ T1,

1 + max
{
j |
∑j

i=1 Ti ≤ t
}

otherwise.

Several methods to evaluate how well algorithms track dynamic optima have been proposed

(Dang et al., 2017; Kötzing and Molter, 2012). Regarding the DSM problem, algorithms

may fail to reach the final optimum if they lose track during some phases. Therefore, we

define the criteria for tracking in Definition 5.2.2.

Definition 5.2.2. A sequence of sets of solutions (Qτ )τ∈N, where Qτ ∈ X λ and λ ∈ N, tracks

the DSMκ,m,ε,k if it begins with the initial set Q0, where all solutions x satisfy M(x,κ) = 1,

and at least one solution x′ in Qτ̄ satisfies M(x′,κ4m) = 1, where τ̄ = ⌈(
∑4m

i=1 Ti)/λ⌉ denotes

the end of the final phase.

5.3 Level-based Theorem (Tail Bounds)

The level-based theorems (Corus et al., 2018; Dang et al., 2021b; B. Doerr and Kötzing,

2021) are general tools that provide an upper bound of the runtime of non-elitist algorithms

which follow the scheme of Algorithm 11 with a population Pτ ∈ X λ, where X λ is the

space of all populations of size λ (see Section 2.2.3.1). We employ the same notations as

described in Section 2.2.3.1: Assume that the search space X is partitioned into ordered

disjoint subsets (called levels) A1, . . . , Am. Let A≥j := ∪mk=jAk be the search points in

level j and higher, and let D be some mapping from the set of all possible populations
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X λ into the space of probability distributions of X . Given any subset A ⊆ X , we define

|Pτ ∩ A| := |{i | Pτ (i) ∈ A}|, i.e., the number of individuals in Pτ that belong to A. To

estimate an upper bound on the runtime using level-based theorems, three conditions must

typically be satisfied: (G1) requires the probability of level “upgrading”, i.e., creating an

individual in higher levels; (G2) requires the probability of the number of individuals in

higher levels “growing”; (G3) requires a sufficient population size. Specifically, in (Dang et

al., 2021b), a new level-based theorem has been proposed to address the issue of “deceptive”

regions B that contains individuals with a higher selection probability but at a lower level.

The theorem includes an additional condition (G0) that requires the probability of producing

a “deceptive” individual to decrease if too many such individuals are in the population.

In the theory of EC, besides the expected runtime, tail bounds can be other performance

criteria of EAs, which indicate the probability of runtime within a given evaluation budget.

Several theoretical tools were developed to derive tail bounds on the runtime of EAs (B.

Doerr and L. A. Goldberg, 2010; Lehre and Sudholt, 2020; Lehre and Witt, 2021; Oliveto

and Witt, 2011). In this chapter, we are interested in the probability that an algorithm finds

the current optimum in a specific evaluation budget. To address our requirements, we derive

a level-based theorem with tail bounds (shown in Theorem 5.3.1). We assume that the search

space X partitions intoB,A0, A1, . . . , Am, then assume that the initial population P0 contains

sufficient individuals in level A1 and the termination condition is to gain a population with

enough individuals in Am. Theorem 5.3.1 also considers a “deceptive region” B (condition

(C0)). The assumption that there are not too many individuals in the region B holds for the

initial population , i.e., |P0∩B| ≤ ψ0λ. Conditions (C1)-(C2) correspond to conditions (G1)-

(G2) in the original level-based theorems (Corus et al., 2018; Dang et al., 2021b; B. Doerr

and Kötzing, 2021), and no condition corresponds to condition (G3) since the tail bound

is determined by the population size λ. Eventually, Theorem 5.3.1 gives the lower bound

of the probability of runtime within ηT evaluation times by choosing η and λ. Compared
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to the original level-based theorems, the runtime from Theorem 5.3.1 is mainly one more

multiplicative factor ηλ17/δ3 , where η is used to tune the upper bound for Pr(T ≤ ηT ). In

order to fulfil the requirements into our scenario in Section 5.4, we refrain from employing

the multiple restarts argument that was utilised in the proofs of the original level-based

theorems (B. Doerr and L. A. Goldberg, 2010; Lehre and Sudholt, 2020; Lehre and Witt,

2021; Oliveto and Witt, 2011).

Theorem 5.3.1. Let (B,A0, A1, . . . , Am) be a partition of X . Suppose there exist z1, . . . , zm−1,

δ ∈ (0, 1), and γ0, ψ0 ∈ (0, 1), such that the following conditions hold for any population

P ∈ X λ in Algorithm 11,

(C0) for all ψ ∈ [ψ0, 1], if |P ∩B| ≤ ψλ, then

Pr
y∼D(P )

(y ∈ B) ≤ (1− δ)ψ,

(C1) for all j ∈ [m− 1], if |P ∩B| ≤ ψ0λ and |P ∩ A≥j| ≥ γ0λ, then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ zj,

(C2) for all j ∈ [0..m − 1], and γ ∈ [1/λ, γ0] if |P ∩ B| ≤ ψ0λ and |P ∩ A≥j| ≥ γ0λ and

|P ∩ A≥j+1| ≥ γλ, then

Pr
y∼D(P )

(y ∈ A≥j+1) ≥ (1 + δ)γ.

Let T := min{τλ | |Pτ ∩ Am| ≥ γ0λ and |Pτ ∩ B| ≤ ψ0λ}, and assume the algorithm

with population size λ ∈ N and an initial population P0 satisfying |P0 ∩ A1| ≥ γ0λ and

|P0 ∩B| ≤ ψ0λ, then

Pr (T ≤ ητ) >
(
1− 2ητe−δ

2 min{ψ0,γ0}λ/4
)(

1−me−ηρ
− ln(γ0)

ln(1+δ/2)
−2

)

for any η ∈
(
0, eδ

2 min{ψ0,γ0}λ/4/T
)
, where

ρ =
eδ

2/8

eδ2/8 − 1
and T := λ17/δ

3

(
m−1∑
j=1

1

zj
+mλ

(
ln(γ0λ)

ln(1 + δ/2)
+ 1

))
.
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To apply Theorem 5.3.1, we need to satisfy conditions (C0)-(C2), which is the same as

applying the original level-based theorems, then we need to choose η and λ to gain a desired

upper bound for Pr(T ≤ ηT ). For example, if conditions (C0)-(C2) hold for some constants

δ, ψ0, γ0 ∈ (0, 1), zj := Ω(1/n) andm ∈ poly(n) by an instantiated algorithm with population

size λ, then the upper bound for Pr(T ≤ ηT ) is
(
1− ηT e−Ω(λ)

) (
1−me−Ω(η)

)
. If choosing

λ = η = nε for a constant ε ∈ (0, 1), then Pr(T ≤ ηT ) = 1 − e−Ω(nε). In Section 5.4,

we will use Theorem 5.3.1 to prove that the (µ, λ) self-adaptive EA can generate enough

individuals matching the current target substring in evaluation budgets from the previous

target substring with an overwhelmingly high probability. In comparison to the original

level-based theorems, Theorem 5.3.1 typically necessitates a larger population size, e.g., cnε,

in order to achieve a sufficiently large tail probability, i.e., 1 − e−Ω(nε), where constants

c, ε > 0.

Now we informally explain the proof idea. Pessimistically, the algorithm gradually in-

creases its level from A1 to Am. There are m steps from A1 to Am. In each step, the

algorithm needs to generate a higher-level individual, and then accumulate such individuals

until the population contains a sufficient number of such individuals. We estimate the lower

bound of the successful probability of each step in certain evaluation times. Next, we consider

the probability of the “failure events”, i.e., the algorithm goes back to the previous level, or

produces too many “bad” (B region) individuals during the algorithm running. Eventually,

we compute the lower bound of the probability that every step is completed without “failure

events”.

Proof of Theorem 5.3.1. We first define some notation for later use. For any level j ∈ [m]

and τ ∈ N0, let the random variable X(j)
τ := |Pτ ∩ A≥j| denote the number of individuals

in levels A≥j at time τ . Let the random variable Yτ := |Pτ ∩ B| denote the number of

individuals in the region B at time τ . The level Jτ of population Pτ at time τ is defined as
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Jτ := max{j ∈ [m] : Xj
τ ≥ γ0λ}. We say the algorithm upgrades its level in h generations if

Jτ+h ≥ Jτ + 1.

We now estimate the probability that no “failure events” occur. More precisely, “failure

events” include less than γ0λ individuals of population Pτ in level A≥Jτ−1 and more than

ψ0λ individuals of population Pτ in the region B. Given τ ≥ 1, let Eτ be the event that

Jτ ≥ Jτ−1 and Yτ ≤ ψ0λ, and define Êτ := E1 ∧ . . . ∧ Eτ . By condition (C2), the random

variable (X
(Jτ−1)
τ | Êτ−1) stochastically dominates Z ∼ Bin(λ, (1 + δ)γ0). By condition (C0),

the random variable (Yτ | Êτ−1) is stochastically dominated by Z ′ ∼ Bin(λ, (1 − δ)ψ0).

Therefore, using a union bound, we have

Pr
(
Êτ | Êτ−1

)
≥ 1− Pr

(
Jτ < Jτ−1 | Êτ−1

)
− Pr

(
Yτ > ψ0λ | Êτ−1

)
= 1− Pr

(
X(Jτ−1)
τ < γ0λ | Êτ−1

)
− Pr

(
Yτ > ψ0λ | Êt−1

)
≥ 1− Pr (Z < γ0λ)− Pr (Z ′ > ψ0λ) .

We then use Chernoff bounds to estimate the upper bounds of Pr (Z < γ0λ) and Pr (Z ′ > ψ0λ):

Pr (Z < γ0λ) = Pr

(
Z < γ0λ(1 + δ)

(
1− δ

1 + δ

))
= Pr

(
Z < E[Z]

(
1− δ

1 + δ

))
< e

− δ2

(1+δ)2
E[Z]/2

= e−
δ2γ0λ
2(1+δ)

< e−δ
2γ0λ/4,
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and

Pr (Z ′ > ψ0λ) = Pr

(
Z ′ > ψ0λ(1− δ)

(
1 +

δ

1− δ

))
= Pr

(
Z ′ > E[Z ′]

(
1 +

δ

1− δ

))
< e

− δ2

(1−δ)2
E[Z′]/(2+ δ

1−δ )

= e−
δ2ψ0λ
1−δ /(2+ δ

1−δ )

< e−
δ2ψ0λ
2−δ

< e−δ
2ψ0λ/2.

Thus,

Pr
(
Êτ | Êτ−1

)
> 1− e−δ2γ0λ/4 − e−δ2ψ0λ/2

≥ 1− 2e−δ
2 min{γ0,ψ0}λ/4. (5.3)

Next, we consider the number of generations to increase the level of the algorithm. We

note that, by condition (C2), the random variable (X
(Jτ+1)
τ+1 | X(Jτ+1)

τ ≥ γλ, Êτ ) stochastically

dominates Z ′′ ∼ Bin (λ, (1 + δ)min{γ, γ0}) for any γλ ≥ 1. Therefore, if 1 ≤ γλ ≤ γ0λ, we

have

Pr
(
X

(Jτ+1)
τ+1 ≥ (1 + δ/2)γλ | X(Jτ+1)

τ ≥ γλ, Êτ
)
≥Pr (Z ′′ ≥ (1 + δ/2)γλ)

=1− Pr (Z ′′ < (1 + δ/2)γλ)

=1− Pr

(
Z ′′ < (1 + δ)γλ

(
1− δ

2(1 + δ)

))
=1− Pr

(
Z ′′ < E[Z ′′]

(
1− δ

2(1 + δ)

))
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then by a Chernoff bound,

>1− e−
δ2

4(1+δ)2
E[Z′′]

=1− e−
δ2γλ

4(1+δ)2

>1− e−δ2γλ/8

≥1− e−δ2/8.

Then we define h := ⌈log1+δ/2 (γ0λ)⌉ ≤ ln(γ0λ)/ ln(1 + δ/2) + 1. Informally, h is the number

of consecutive “growing” steps required for the algorithm to upgrade its level. If there exists

an individual of the population Pτ in level A≥Jτ+1, then the probability of the algorithm

upgrading its level in h generations is at least

Pr
(
X

(Jτ+1)
τ+h ≥ γ0λ | X(Jτ+1)

t ≥ 1, Êτ+h−1

)
≥

h∏
i=1

Pr
(
X

(Jτ+1)
τ+i ≥ (1 + δ/2)i | X(Jτ+1)

τ+i−1 ≥ (1 + δ/2)i−1, Êτ+i−1

)
≥

h∏
i=1

(
1− e−δ2/8

)
=
(
1− e−δ2/8

)h
=ρ−h

where we define ρ := eδ
2/8

eδ
2/8−1

> 1/(1− 1/e) by δ ∈ (0, 1).

Then, we note that by condition (C1) and following by (1+x/n)n ≤ ex for n ≥ 1, |x| ≤ n,

for any t,

Pr
(
∃sj ≤ ⌈1/(zjλ)⌉ : X(Jτ+1)

τ+sj ≥ 1 | Êτ+sj−1

)
≥ 1− (1− zj)λ⌈1/(zjλ)⌉

≥ 1− 1/e

> ρ−1.

Thus, if we define q(j) := ⌈1/(zjλ)⌉ + h, we obtain the following lower bound for the
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probability of the algorithm upgrading its level in q(j) generations,

Pr
(
Jτ+q(Jτ ) ≥ Jτ + 1 | Êτ+q(Jτ )−1

)
≥Pr

(
∃sj ≤ ⌈1/(zjλ)⌉ : X(Jτ+1)

τ+sj ≥ 1 | Êτ+sj−1

)
· Pr

(
X

(Jτ+1)
τ+q(Jτ )

≥ γ0λ | XJτ+1
τ ≥ 1, Êt+q(Jτ )−1

)
≥ρ−h−1.

In particular, we have the following upper bound for the probability that the algorithm does

not upgrade its level in ηλ17/δ3q(Jτ ) generations,

Pr
(
Jτ+ηλ17/δ3q(Jτ ) ≤ Jτ | Êt+ηλ17/δ3q(Jτ )

)
≤
(
1− ρ−h−1

)ηλ17/δ3
.

Define q̂(j) := ηλ17/δ
3∑j

i=1 q(i), and note that T ≥ q̂(m− 1)λ/η. We then have

Pr
(
T ≤ ηT | ÊηT

)
≥ Pr

(
m−1⋂
j=1

(
Jq̂(j) ≥ j + 1

)
| ÊηT

)

= 1− Pr

(
m−1⋃
j=1

(
Jq̂(j) < j + 1

)
| ÊηT

)
by a union bound,

≥ 1−
m−1∑
j=1

Pr
(
Jq̂(j) < j + 1 | Jq̂(j−1) ≥ j, ÊηT

)
≥ 1−

m−1∑
j=1

Pr
(
Jq̂(j) < j + 1 | Jq̂(j−1) = j, ÊηT

)
= 1−

m−1∑
j=1

Pr
(
Jq̂(j−1)+ηλ17/δ

3
q(j) ≤ j | Jq̂(j−1) = j, ÊηT

)
≥ 1−m

(
1− ρ−h−1

)ηλ17/δ3
.

Recall Eq. (5.3), we know that, using the Bernoulli’s inequality (1 + x)r ≥ 1 + rx for

−1 < x < 0 and r ∈ N0,

Pr
(
ÊηT
)
≥

ηT∏
τ=1

Pr
(
Êτ | Êτ−1

)
≥
(
1− 2e−δ

2 min{γ0,ψ0}λ/4
)ηT

≥ 1− 2ηT e−δ2 min{γ0,ψ0}λ/4.
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Hence,

Pr (T ≤ ηT ) ≥ Pr
(
T ≤ ηT | ÊηT

)
· Pr

(
ÊηT
)

≥
(
1−m

(
1− ρ−h−1

)ηλ17/δ3) · (1− 2ηT e−δ2 min{γ0,ψ0}λ/4
)
.

Since

ρ−h−1 ≥ ρ−
ln(γ0λ)

ln(1+δ/2)
−2

≥ ρ−
ln(γ0)

ln(1+δ/2)
− ln(λ)

ln(1+δ/2)
−2

= ρ−
ln(γ0)

ln(1+δ/2)
−2λ

− 1
logρ(e) ln(1+δ/2)

= ρ−
ln(γ0)

ln(1+δ/2)
−2λ−

δ2/8−ln(eδ
2/8−1)

ln(1+δ/2)

≥ ρ−
ln(γ0)

ln(1+δ/2)
−2λ

− δ2/8+8/(2δ2)

δ/2−δ2/4

≥ ρ−
ln(γ0)

ln(1+δ/2)
−2λ−17/δ3 ,

then by (1 + x/n)n ≤ ex for n ≥ 1, |x| ≤ n,

Pr (T ≤ ηT ) ≥

(
1−me−ηρ

− ln(γ0)
ln(1+δ/2)

−2

)(
1− 2ηT e−δ2 min{γ0,ψ0}λ/4

)
.

5.4 The Self-adaptive EA on DSM

We now show that the (µ, λ) self-adaptive EA can track the DSM problem. To prove this,

we first derive Lemma 5.4.1 which shows that the algorithm obtains a population with a

sufficient number of individuals matching the current target substring within the evaluation

budget with an overwhelming probability in a phase if it successfully tracks in the previous

phases. Then, Theorem 5.4.1 via Lemma 5.4.1 states the efficiency of the (µ, λ) self-adaptive

EA on solving the DSM problem.
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Figure 5.2: Level partitions for three cases in the proof of Lemma 5.4.1. Note that level A0

is omitted in the subfigures.

Case and Lehre (2020) proved that the runtime of the (µ, λ) self-adaptive EA on optimising

LeadingOnesk(x) :=
∑k

i=1

∏i
j=1 xj is O(k2), where k is unknown for the algorithm. They

divided the search space Y into a two-dimensional level partition, fitness levels and mutation

rate sub-levels. Informally, to estimate the runtime, they counted the number of generations

to increase the mutation rate until it is sufficiently high, and then counted the number of

generations until the solution improved. It is well-known that too high mutation rates might

fail non-elitist EAs. More precisely, there exist error thresholds for non-elitist EAs, which

lead to exponential runtime on any function with a unique optimum if the mutation rate

exceeds the threshold (additional details can be found in Section 2.2.3.2). Since the (µ, λ)

self-adaptive EA applies a non-elitist selection mechanism, they also defined a “bad” region B

which contains individuals with too high mutation rates. They assumed that the algorithms

restart from the first level if there are too many individuals in the B region. However,

algorithms cannot be allowed to restart, since algorithms should keep the previous optimal

solution in our scenario. Therefore, it is essential to limit the number of individuals in the

B region in every generation to avoid losing track while tracking the dynamic function.

Lemma 5.4.1 provides the probability of obtaining sufficient individuals matching the
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current target substring κ2 in a phase of the DSMκ,m,ε,k function within a given evaluation

budget T ′
2 , by assuming that enough individuals match the previous target substring κ1 at

the beginning of the phase. Our proof idea is similar to (Case and Lehre, 2020). We first

define the level partition in a phase of the DSM problem. We partition the search space

Y into three fitness levels: A2 =: {x | M(x,κ2) = 1}, A1 =: {x | M(x,κ1) = 1}\A2, and

A0 =: X\(A2 ∪A1). We further divide A1 into mutation rate sub-levels. Finally, we use the

three threshold values θ2, η, θ1 based on the lengths of κ1,κ2 to describe mutation rate sub-

levels, which will be defined later. Informally, a mutation rate between θ1 and θ2 is suitable

for increasing fitness level, i.e., from A1 to A2. Let d1 := min
{
ℓ ∈ N | ϵAℓ ≥ θ1(|κ1|)

}
be

the number of sub-levels of A1, and let A2 only contain one sub-level A(2,1) with the number

of sub-levels d2 := 1. We cannot allow too many individuals with too high mutation rates,

thus a “bad” region B is defined which contains all search point above a threshold value θ2.

Additionally, the important assumption in Lemma 5.4.1 is |P ∩B| ≤ ψ0λ for the population

at beginning of the phase. In overall,

A(1,ℓ) := A1 ×
[
Aℓ−1ϵ,min

(
Aℓϵ, θ1(|κ1|)

))
for ℓ ∈ [d1 − 1]; (5.4)

if |κ2| = |κ1|+ 1, we define

A(1,d1) := A1 ×
[
θ1(|κ1|),min

(
1

2
, θ2(|κ1|)

)]
∪

A2 ×
(
min

(
1

2
, θ2(|κ2|)

)
,min

(
1

2
, θ2(|κ1|)

)]
, (5.5)

if |κ2| = |κ1| or |κ2| = |κ1| − 1, we define

A(1,d1) := A1 ×
[
θ1(|κ1|),min

(
1

2
, θ2(|κ1|)

)]
, (5.6)

A(2,1) := A2 ×
[
ϵ,min

(
Aℓϵ, θ2(|κ2|)

])
; (5.7)

B := ∪2i=1Ai ×
(
θ2(|κi|), 1

2

]
. (5.8)

Note that the sub-levels definition depends on the lengths of substrings κ1 and κ2. Figure 5.2

illustrates the three cases of the definition of the level partitions: (a) |κ2| = |κ1| correspond-
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ing stages (1) and (3), (b) |κ2| = |κ1| + 1 corresponding stages (2), and (c) |κ2| = |κ1| − 1

corresponding stages (4).

We apply the same threshold values defined in (Case and Lehre, 2020): for j ≥ 1, let

η(j) :=
1

2A

(
1−

(
1 + δ

α0pinc

)1/j
)

(5.9)

θ1(j) := bη(j) (5.10)

θ2(j) := 1− q1/j, where (5.11)

α0 := λ/µ, q :=
1− ζ
α0

, r0 :=
1 + δ

α0(1− pinc)
, and ζ := 1− α0(r0)

1+
√
r0 . (5.12)

Lemma 5.4.1. Let ε, a, β ∈ (0, 1) and k > 0 be some constants satisfying 1/34 ≤ a < β ≤ 1.

Let κ ∈ {0, 1}ℓ1 be some starting target substring where ℓ1 ∈ Θ(na), and m ∈ Θ(nβ). Let κ1

and κ2 be any two neighbouring substrings of the sequence of target substrings (κi)i≥0 in the

DSMκ,m,ε,k. Let T ′
2 be the evaluation budget for κ2 in the DSMκ,m,ε,k. Suppose that the initial

population P0 in the (µ, λ) self-adaptive EA satisfies |P0∩A≥(1,1)| ≥ γ0λ and |P0∩B| ≤ ψ0λ,

where γ0 and ψ0 are constants in (0, 1). Then, there exist constants δ and ξ in (0, 1) such that

the probability of the (µ, λ) self-adaptive EA with parameters λ, µ = Θ(nξ), λ/µ = α0 ≥ 4,

A > 1, 0 < b < 1/(1 +
√

1/α0(1− pinc)), (1 + δ)/α0 < pinc < 2/5, ϵ = b′/n for any constant

b′ > 0, where A and b are constants, obtaining a population Pt with |Pt ∩A≥(2,1)| ≥ γ0λ and

|Pt ∩B| ≤ ψ0λ, where t ≤ T ′
2 , is 1− e−Ω(nξ).

We apply the level-based theorem with tail bounds (Theorem 5.3.1) to prove Lemma 5.4.1.

We use serval lemmas to break down the proof of Lemma 5.4.1. Lemma 5.4.2 implies the

probability of selecting individuals in a self-adaptive population.

Lemma 5.4.2. (Selection probability) If at least γλ individuals of a population Pτ of the

(µ, λ) self-adaptive EA with λ/µ = α0 are in A≥(i,ℓ) and at most ψ0λ individuals in B

satisfying ψ0 + γ ≤ 1/α0 for ψ0, γ ∈ (0, 1], then for all i ∈ {1, 2} and ℓ ∈ [di], a parent

(x, χ/n) selected in the (µ, λ) selection step satisfies, Pr
(
(x, χ/n) ∈ A≥(i,ℓ)

)
≤ γα0.
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Proof. By the definition of levels, for any (x1, χ1) ∈ A(1,j) and (x2, χ2) ∈ A(1,k), we know

that (x1, χ1) ⪯Pτ ,f (x2, χ2) if and only if 1 ≤ j ≤ k < d1. For any (x1, χ1) ∈ A(1,j) and

(x2, χ2) ∈ A(2,1), we know that (x1, χ1) ⪯Pτ ,f (x2, χ2) where j ∈ [d1]. We also pessimistically

assume that (xb, χb) ⪰Pτ ,f (x, χ) where (xb, χb) ∈ B and (x, χ) ∈ Y\B. Thus, the higher

level individual alway has a higher rank after sorting in the (µ, λ) self-adaptive EA, except

individuals in the B region. Since 0 < γλ ≤ µ − ψ0λ, all γλ individuals in A≥(i,ℓ) can be

selected with probability 1/µ in the (µ, λ) selection. Thus the probability of selecting a

parent (x, χ/n) ∈ A≥(i,ℓ) is at least γλ/µ = γα0.

Lemma 5.4.3 corresponds to condition (C0) in Theorem 5.3.1.

Lemma 5.4.3. (Condition (C0)) Assume that the parameters A, b and pinc satisfy the con-

straints in Lemma 5.4.1. Then there exists a constant δ ∈ (0, 1) such that if the (µ, λ) selec-

tion step of the (µ, λ) self-adaptive EA selects a parent (x, χ/n), then the offspring (x′, χ′/n)

created by self-adapting mutation rate and mutating bitstring satisfies, Pr ((x′, χ′/n) ∈ B) ≤
1−ζ
α0

.

Proof. We divide into two cases based on the individual created by mutating bitstring in the

(µ, λ) self-adaptive EA (after selection and mutation rate adaptation):

• If (x, χ′/n) ∈ B, then χ′/n > θ2(|κj|) and M(x,κj) = 1 for j ∈ {1, 2}. The probability

that (x′, χ′/n) still in B, i.e., does not flip any matched bit, is (1− χ′/n)|κj |. By the

definition θ2(|κj|), such probability is at most 1−ζ
α0

.

• If (x, χ′/n) /∈ B, then it is necessary to match any substring or switch the matching

substring, i.e., at least flipping only one matched bit, to obtain (x′, χ′/n) ∈ B. This

probability is at most (1− χ′/n)|κj |−1 χ′

n
< (1− χ′/n)|κj | < 1−ζ

α0
.
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Lemma 5.4.4 corresponds to conditions (C2) in Theorem 5.3.1. Lemma 5.4.4 looks similar

to Lemma 4 in (Case and Lehre, 2020), but their proofs are different since the definitions of

the level partitions are different.

Lemma 5.4.4. (Condition (C2)) Assume that the parameters A, b and pinc satisfy the

constraints in Lemma 5.4.1. Then there exists a constant δ ∈ (0, 1/10) such that for all

j ∈ {1, 2} and ℓ ∈ [dj], if the (µ, λ) selection step of the (µ, λ) self-adaptive EA selects a

parent (x, χ/n) ∈ A≥(i,ℓ), then the offspring (x′, χ′/n) created by self-adapting mutation rate

and mutating bitstring satisfies, Pr
(
(x′, χ′/n) ∈ A≥(i,ℓ)

)
≥ 1+δ

α0
.

Proof. If the selected parent (x, χ/n) is in A(2,1), then, by the definition of the levels, we know

χ/n ≤ θ2(|κ2|). To estimate the probability of producing an offspring (x′, χ′/n) ∈ A≥(i,ℓ), it

is sufficient to only consider the case that the mutation rate reduces χ′ = bχ, and no matched

bit is flipped, in which their probabilities are 1− pinc and 1+δ
α0(1−pinc) (by Lemma A.2.12 (8)),

respectively. Thus, Pr
(
(x′, χ′/n) ∈ A≥(i,ℓ)

)
≥ 1+δ

α0
.

If the selected parent (x, χ/n) in A(1,d1), then we know θ1(|κ1|) ≤ χ/n ≤ θ2(|κ1|) by the

levels definition. We distinguish two cases based on the mutation rate:

• θ1(|κ1|) ≤ χ/n ≤ η(|κ1|): Since (x,Aχ) is still in A(1,d1) by Lemma A.2.12 (3), we

only consider the case that the mutation rate increases χ′ = Aχ and no matched

bit is flipped, in which the probabilities are pinc and 1+δ
α0pinc

(by Lemma A.2.12 (7)),

respectively. Then, Pr
(
(x′, χ′/n) ∈ A≥(1,d1)

)
≥ 1+δ

α0
.

• η(|κ1|) ≤ χ/n ≤ θ2(|κ1|): Since (x, bχ) is still in A(1,d1) by Lemma A.2.12 (4), we

only consider the case that the mutation rate reduces χ′ = bχ and no matched bit is

flipped, in which the probabilities are 1 − pinc and 1+δ
α0(1−pinc) (by Lemma A.2.12 (8)),

respectively. Then this probability is at least 1+δ
α0

.
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If the selected parent (x, χ/n) in A(1,ℓ) for ℓ ∈ [d1 − 1], then we know χ/n < θ1(|κ1|) <

η(|κ1|) by the definition of the levels. We only consider the case that the mutation rate

increases χ′ = Aχ and no matched bit is flipped, in which the probabilities are pinc and 1+δ
α0pinc

(by Lemma A.2.12 (7)), respectively. Overall, Pr
(
(x′, χ′/n) ∈ A≥(1,ℓ+1)

)
≥ 1+δ

α0
.

Lemma 5.4.5 corresponds to condition (C1) in Theorem 5.3.1.

Lemma 5.4.5. (Condition (C1)) Assume that the parameters A, b and pinc satisfy the

constraints in Lemma 5.4.1. Then there exists a constant δ ∈ (0, 1/10) such that if the (µ, λ)

selection step of the (µ, λ) self-adaptive EA selects a parent (x, χ/n) ∈ A≥(1,ℓ) for ℓ ∈ [dj−1],

then the offspring (x′, χ′/n) created by self-adapting mutation rate and mutating bitstring

satisfies, Pr
(
(x′, χ′/n) ∈ A≥(1,ℓ+1)

)
≥ 1+δ

α0
, and if the selected parent (x, χ/n) ∈ A(1,d1), then

the offspring (x′, χ′/n) satisfies, Pr
(
(x′, χ′/n) ∈ A≥(2,1)

)
= Ω(1/|κ2|).

Proof. If the parent (x, χ/n) ∈ A(1,ℓ) for ℓ ∈ [dj−1], we only consider to produce an offspring

(x′, χ′/n) ∈ A(1,ℓ+1) by increasing the mutation rate and not flipping any matched bit, such

that Pr
(
(x′, χ′/n) ∈ A≥(1,ℓ+1)

)
≥ pinc (1− Aχ/n)|κ1| ≥ 1+δ

α0
by the definition of levels and

Lemma A.2.12 (7).

If the selected parent (x, χ/n) ∈ A(1,d1), we distinguish three cases:

• |κ1| = |κ2|+ 1: bθ2(|κ1|) < θ2(|κ2|) by Lemma A.2.12 (5).

• |κ1| = |κ2| − 1: θ2(|κ1|) < θ2(|κ2|).

• |κ1| = |κ2|: θ2(|κ1|) = θ2(|κ2|).

Thus, we only consider to produce an offspring (x′, χ′/n) ∈ A(2,1) by reducing the muta-

tion rate, and flipping one mismatched bit and not flipping other matched bits, such that

Pr
(
(x′, χ′/n) ∈ A≥(1,ℓ+1)

)
≥ (1 − pinc) (1− bχ/n)|κ2|−1 bχ

n
= Ω(1/|κ2|), since 1 − bχ/n ≤
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1 − θ2(|κ2|) ≤ 1 − θ2(1) ∈ Ω(1) and bχ
n
≤ bθ1(|κ1|) = b2η(|κ1|) ≥ b2θ2(|κ1|)/A ∈ Ω(1/|κ2|)

by Lemma A.2.12 (3) and (1).

Now, we use Lemmas 5.4.3-5.4.5 to prove Lemma 5.4.1.

Proof of Lemma 5.4.1. With the assumptions on P0, we can apply Theorem 5.3.1 to prove

Lemma 5.4.1. We first list some values from the DSMκ,m,ε,k for later use: T ′
2 := knε|κ2|

for some constant k > 0, ||κ1| − |κ2|| ≤ 1, |κ1|, |κ2| ∈ Ω(na) ∩ O(nβ). We also define

some values ψ0 := (1− ζ/2)/α0, γ0 := ζ/2, ξ := δ3ε/34, η := nε/2. We then know

δ, b, pinc, γ0, ψ0, ζ, ε, a, β, ξ ∈ (0, 1) and α0 ≥ 4 are constants. We use the level partition

defined in Eq. (5.4)-(5.8).

Condition (C0) implies not too many individuals in the B region, i.e. at most ψ0λ indi-

viduals, which is verified by Lemma 5.4.3, such that Pr ((x′, χ′) ∈ B) < 1−ζ
α0
≤ (1−δ)1−ζ/2

α0
≤

(1− δ)ψ for some constant δ ≤ ζ
2−ζ .

To verify condition (C2), we must estimate the probability of producing an offspring in

A≥(i,ℓ) for i ∈ {1, 2} and ℓ ∈ [di], assuming at least γλ individuals in A≥(i,ℓ) for any γ ∈ (0, γ0]

and at most ψ0λ individuals in B. To produce such offspring, it is necessary to first select

a parent (x, χ) in A≥(i,ℓ), and to create an offspring (x′, χ′) in A≥(i,ℓ). The probability

of selecting a parent (x, χ) ∈ A≥(i,ℓ) is at least γλ/µ = γα0 by Lemma 5.4.2. Then the

probability to create an offspring (x′, χ′) ∈ A≥(i,ℓ) is at least (1 + δ)/α0 by Lemma 5.4.4.

Thus, condition (C2) is satisfied by γα0(1 + δ)/α0 = γ(1 + δ).

To verify condition (C1), we need to estimate the probability of producing an offspring in

a level higher than A≥(1,ℓ) for ℓ ∈ [di], if at least γ0λ individuals in A≥(1,ℓ). We only consider

the case that the parent (x, χ) is selected from A≥(1,ℓ), in which its probability is γ0α0 from

Lemma 5.4.2. Then by Lemma 5.4.5, the probability of producing an offspring in A(1,ℓ+1) is

(1 + δ)γ0 =: z(1,ℓ) for all ℓ ∈ [d1 − 1], and the probability of producing an offspring in A(2,1)
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is z(1,d1) = Ω(1/|κ2|) for ℓ = 1.

Now, we can compute the lower bound of probability of runtime T ≤ T ′
2 . By Theo-

rem 5.3.1,

T = ηλ17/δ
3

(
1

z(1,d1)
+ ((1 + δ)γ0) (d1 − 1) + d1λ

(
ln(γ0λ)

ln(1 + δ/2)
+ 1

))
since δ, γ0 ∈ (0, 1) are constants and d1 ∈ log(n),

= O
(
ηλ17/δ

3

(|κ2|+ λ log(n) log(log(n)))
)

since λ ∈ Θ(nξ), |κ2| ∈ Ω(na) and ξ = δ3ε/34 < 1/34 ≤ a,

= O
(
ηλ17/δ

3|κ2|
)
= O (nε|κ2|)

if we let η = Θ
(
nε/2

)
. Thus there exists T ∈ O (nε|κ2|) and constant c > 0 satisfying

T ′
2 = cnε|κ2| ≥ ηT , Such that,

Pr (T ≤ T ′
2 ) ≥ Pr (T ≤ ηT )

>
(
1− 2ητe−δ

2 min{ψ0,γ0}λ/8
)(

1−me−ηρ
− ln(γ0)

ln(1+δ/2)
−2

)

since δ, ψ0, γ0 ∈ (0, 1) are constants, and η = Θ(nε/2), λ ∈ Θ(nξ),

=
(
1− e−Ω(λ)

) (
1− e−Ω(η)

)
=1− e−Ω(nξ).

Theorem 5.4.1 then presents the efficiency of the (µ, λ) self-adaptive EA in addressing the

DSM problem. Apart from population size, other parameters such as A, b, and pinc align

with the previous study about unknown-structure optimisation in (Case and Lehre, 2020).

This suggests that these parameters may not necessarily require tuning for specific problems.

184



5.5. Static Mutation-based EAs Get Lost on DSM

Utilising a larger population size may be necessary for tracking dynamic optima. In previous

studies (Dang et al., 2015, 2017), a similarly large population size of Θ(nξ) was employed to

track optima.

Theorem 5.4.1. Let ε, a, β ∈ (0, 1) and k > 0 be some constants satisfying 1/34 ≤ a < β ≤

1. Let ϵ := b′/n for any constant b′ > 0. Consider a starting target substring κ ∈ {0, 1}ℓ1

with ℓ1 ∈ Θ(na) and m ∈ Θ(nβ). Assume that all individuals in the initial population

P0 in the (µ, λ) self-adaptive EA match κ and have a mutation rate of ϵ. Then, there

exists a constant ξ ∈ (0, 1) such that the probability of the (µ, λ) self-adaptive EA with

parameters λ, µ = Θ(nξ), λ/µ = α0 ≥ 4, A > 1, 0 < b < 1/(1 +
√

1/α0(1− pinc)),

(1+δ)/α0 < pinc < 2/5, and ϵ, where A and b are constants, tracking DSMκ,m,ε,k is 1−e−Ω(nξ).

Proof of Theorem 5.4.1. By the level definition in Eq. (5.4)-(5.8), we know that the initial

population P0 satisfies the assumption of Lemma 5.4.1. Then by Lemma 5.4.1, the probability

of the algorithms successfully tracking in all phases is
(
1− e−Ω(nξ)

)4m
= 1− e−Ω(nξ).

5.5 Static Mutation-based EAs Get Lost on DSM

This section shows that static mutation-based EAs (both Algorithms 2 and 3) get lost in

tracking the DSM problem. We first derive Lemma 5.5.1, which provides the upper bound

of the probability of the static mutation-based EAs moving from one optimum to the next

optimum in the evaluation budget of the DSM problem. This upper bound is with respect

to the length of the current target substring and the mutation rate of the static mutation-

based EAs. From Lemma 5.5.1, too high or too low mutation rates lead the algorithms to

achieve the current optimum in the given evaluation budget with an insufficient probability,

i.e., at most, a constant probability. More precisely, too high mutation rates are χ/n where

χ ∈ Ω(n1+ε/ℓ) and too low mutation rates are χ ∈ O(n1−ε/ℓ). Then Theorem 5.5.1 is proved
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via Lemma 5.5.1, which shows that there is no existing mutation rate that tracks the DSM

problems with a high probability.

Lemma 5.5.1. Let κ1 and κ2 be two substrings where κ1,κ2 ∈ {0, 1}ℓ and H(κ1,κ2) = 1

for ℓ ∈ [n]. Let ε ∈ (0, 1), γ0 ∈ (0, 1] and k > 0 be arbitrary constants. Assume that all indi-

viduals of the initial population P0 of static mutation-based EAs are matching κ1. Then the

probability that static mutation-based EAs using mutation rate χ/n where χ ∈ (0, n/2] find a

solution matching κ2 in knεℓ evaluations is p < 1−exp
(
−χe−χ ℓ−1

n
knεℓ
n

)(
1− χ2e−2χ ℓ−1

n

n

) knεℓ
n

.

Proof. By the assumption H(κ1,κ2) = 1, in any generation τ , if there is no individual in

Pτ matching κ2, then any individual in Pτ has at least one mismatched bit to κ2. We

optimistically assume that the selection operators (Line 3 of Algorithm 2 and Line 3 of

Algorithm 3) always return the closest neighbour of the set of solutions matching κ2, i.e.,

with one mismatched bit and ℓ − 1 matched bits. To obtain a solution matching κ2, the

mutation operator must flip the mismatched bit of x, and do not flip any mismatched bit in

which the probability is (1 − χ/n)ℓ−1(χ/n). Then, such an event happens at least once in

knεℓ evaluations with p =

1−
(
1−

(
1− χ

n

)ℓ−1 χ

n

)knεℓ
= 1−

(
1−

(
1− χ

n

)n· ℓ−1
n χ

n

)n· knεℓ
n

≤ 1−
(
1− e−χ

ℓ−1
n
χ

n

)n· knεℓ
n

by (1 + x/n)n ≤ ex and Lemma A.2.5

≤ 1− exp

(
−χe−χ

ℓ−1
n
knεℓ

n

)(
1− χ2e−2χ ℓ−1

n

n

) knεℓ
n

.

Theorem 5.5.1. Let ε, a, β ∈ (0, 1) and k > 0 be some constants satisfying 1/2 + ε <

a+2ε < β ≤ 1− ε. Let κ ∈ {0, 1}ℓ1 be some starting target substring where ℓ1 ∈ Θ(na), and
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m ∈ Θ(nβ). Then the static mutation-based EAs using any mutation rate χ/n ∈ (0, 1/2] and

population size λ ∈ N tracks DSMκ,m,ε,k with probability e−Ω(nβ).

Proof. We prove Theorem 5.5.1 via Lemma 5.5.1. We consider two cases in tracking dynamic

optima of the DSM problem to show that the static mutation-based EAs are not able to

achieve the final optimum with high probability.

Let ℓ2 := ℓ1 + m, then ℓ2 ∈ Θ(nβ). Based on the mutation rate, we can categorise the

scenarios into two situations:

(1) Assume that all solutions in the current population of the static mutation-based EAs

using a mutation rate χ/n satisfying n/2 ≥ χ ∈ Ω(n1−β+ε) match κi−1 where i ∈ [2m+1..3m].

Then by Lemma 5.5.1, the probability of matching κi in Ti = knεℓ1 evaluations is at most

p < 1− exp

(
−χe−χ

ℓ2−1
n
knεℓ2
n

)(
1− χ2e−2χ

ℓ2−1
n

n

) knεℓ2
n

by the assumptions, we know that there exists some constants c′, c′′ > 0, such that c′n1−β+ε ≤

χ ≤ n/2 and ℓ2 = c′′nβ, then χe−χ
ℓ2−1
n

knεℓ2
n
≤ n

2
exp

(
−c′n1−β+ε c′′nβ−1

n

)
kc′′nεnβ

n
= O

(
nβ+ε

enε

)
∈ o(1), and χ2e−2χ

ℓ2−1
n

n
≤

(n/2)2 exp

(
−c′n1−β+ε c′′nβ−1

n

)
n

= O
(
n
enε

)
∈ o(1), then

= 1− e−o(1) (1− o(1))
kc′′nεnβ

n

since knεℓ2
n

= kc′′nβ+ε−1 ≤ 1 by β ≤ 1− ε,

= 1− e−o(1) (1− o(1)) = o(1) < ξ

where ξ ∈ (0, 1) is some constant.

(2) Now we assume that all solutions in the current population of the static mutation-

based EA using a mutation rate χ/n satisfying χ ∈ O(n1−a−ε), are matching κi−1 where
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i ∈ [m]. Then, by Lemma 5.5.1, the probability of matching κi in Ti = knεℓ2 evaluations are

p < 1− exp

(
−χe−χ

ℓ1−1
n
knεℓ1
n

)(
1− χ2e−2χ

ℓ1−1
n

n

) knεℓ1
n

by the assumptions, we know that there exist some constants d′, d′′ > 0, such that d′n1−a−ε ≥

χ > 0 and ℓ1 = d′′na, then χe−χ
ℓ1−1
n

knεℓ1
n
≤ d′n1−a−εe0 kd

′′na+ε

n
= kd′d′′, and χ2e−2χ

ℓ1−1
n

n
<

(d′′)2n2(1−a−ε)e0

n
= n1−2a−2ε = o(1) by a+ ε > 1/2, then

< 1− e−kd′d′′(1− o(1))
kd′′nεna

n < ξ

the last equation holds for some constant ξ ∈ (0, 1) since 1− ε ≥ β.

By the assumption 1−a−ε > 1−β+ε, we know that O(n1−a−ε)∩Ω(1−β+ε) = (0, n/2], so

that all mutation rates in (0, 1/2] lead the static mutation-based EAs to track the optimum

κi in the evaluation budget Ti with probability at most ξ for either i ∈ [m] or i ∈ [2m+1..3m].

Thus, the total probability of tracking every target of DSMκ,m,ε,k is at most ξm ∈ e−Ω(nβ).

5.6 Conclusion

This chapter demonstrates the benefits of self-adaptation in dynamic optimisation. Our

analyses show that static mutation-based EAs have a negligible chance of tracking these

dynamic optima with changing structure, while the self-adaptive EA can track them. We

also provided a level-based theorem with tail bounds to evaluate the performance of the

self-adaptive EA on the DSM problem.
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Chapter Six

Self-adaptation in

Multi-modal Landscapes

Authors: Per Kristian Lehre and Xiaoyu Qin

This chapter is based on the following publication:

Self-adaptation via Multi-objectivisation: A Theoretical Study (Lehre and Qin, 2022b)

which is published in Proceedings of the Genetic and Evolutionary Computation

Conference (GECCO’22).
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6.1 Introduction

EAs can be good solvers for multi-modal optimisation problems if they balance exploring

new but potential less fit regions of the fitness landscape while also focusing on the regions

near the fittest individuals (Črepinšek et al., 2013). In the past decade, several studies in

the area of runtime analysis investigated how EAs can cope with local optima. In addition

to mechanisms like crossover (Antipov et al., 2022; Dang et al., 2018), stagnation detection

(Bambury et al., 2021; Rajabi and Witt, 2021) and adapting population size (Hevia Fajardo

and Sudholt, 2021a), a large mutation rate was shown to help some mutation-EA only escap-

ing certain local optima. Non-elitist EAs can “jump” a large Hamming distance. But they

can potentially also maintain less fit individuals in the population, allowing the population

to cross a fitness valley. They might keep some currently low but potentially high fitness

individuals in the population and optimise them “smoothly”. As mentioned in Section 2.3.4,

a tunable problem class SparseLocalOpt was proposed to describe a kind of fitness land-

scapes with sparse deceptive regions (local optima) and dense fitness valleys (Dang et al.,

2021b). Informally, every search point in a dense set has many neighbours in that set, and

every search point in a sparse set has few members in any direction. Dang et al. (2021b)

show that EAs with a non-linear selection and a sufficiently high mutation rate, i.e., close

to the error threshold, can cope with sparse local optima. Non-linear selection is a type of

non-elitist selection, in which the probability of each individual to be selected non-linear with

respect to its rank in the population, e.g., tournament and linear ranking selections (Lehre

and Yao, 2012). Typically, the fitter individual has a higher probability to be selected, but

the worse individual still has some chance to be chosen. From their analysis, non-linear selec-

tions and sufficiently high mutation rates can limit the percentage of “sparse” local optimal

individuals in the population by choosing a sufficiently high mutation rate. The reason is

that the sparse local optimal individuals can have a higher chance to be selected but can only

survive a small percentage of such individuals after mutation, while the dense fitness valley
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individuals may have less chance of being selected but can have higher chance of surviving

mutation. However, the performance of the EA depends critically on choosing the “right”

mutation rate, which should be sufficiently high but below the error threshold. Moreover,

finding such a mutation rate might be difficult or infeasible for some problem instances with

not too sparse local optima.

Mutation rate

Fitness

Dense fitness valley

Sparse local optima

with high fitness

Sparse local optima

with low fitness

Search Space

Error threshold 1

Error threshold 2Fi
tn

es
s V

al
ue

Figure 6.1: Intuition of MOSA-EA

The self-adaptive parameter control mechanism is a promising method to configure pa-

rameters. Case and Lehre (2020) also showed that self-adaptation can find the (nearly)

maximal “right” mutation rate for each search point on some benchmark functions. We say

the “right” mutation rate for a search point is below a threshold, where the expected number

of non-worse offsprings of an individual with a mutation rate below this threshold is greater

than 1. For SparseLocalOpt, the maximal “right” mutation rate for dense fitness valleys

can be higher, while the maximal “right” mutation rate for sparse local optima may be lower.

In self-adaptation, individuals can be configured to different mutation rates. If we maximise

the mutation rates for both sparse local optima and dense fitness valleys, then the sparse

local optimal individual and the dense fitness valley individual could potentially co-exist in

a non-dominated Pareto front (Figure 6.1). Therefore, we can treat parameter control from

the perspective of multi-objective optimisation to find the optimal solution and the maximal

“right” mutation rates for each search point simultaneously.
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In this chapter, we propose the multi-objective self-adaptive EA (MOSA-EA) for single-

objective optimisation, which treats parameter control from the perspective of multi-objective

optimisation: The algorithm simultaneously maximises the fitness and the mutation rates.

To present advantages of the MOSA-EA, we first propose the PeakedLOm,k function, which

is a version of PeakedLO (Dang and Lehre, 2016b) with tunable sparsity, where the fitness

value is m if a local optimal individual x = 0k∗n−k and is LeadingOnes value otherwise,

where ∗ represents an arbitrary bit. The sparsity of the local optima can be tuned by the

sparse parameter k ∈ [n]. With the PeakedLOm,k function, we simulate a situation in that

algorithms have already been trapped into unknown sparse local optima and estimate the

expected time to reach the global optimum. The runtime analyses show that the MOSA-

EA can cope with local optima for any k ∈ Ω(n), while the elitist EA, the (µ, λ) EA, and

the tournament EA fails for some k ∈ Ω(n). Table 6.1 demonstrates the theoretical results

obtained in this study. The used parameters for the algorithms can be found in the cor-

responding theorems. Additionally, a comprehensive experimental study on MOSA-EA is

presented in Chapter 7.

The chapter is structured as follows. Section 6.2 provides the definition of PeakedLOm,k.

Section 6.3 introduces the MOSA-EA. Section 6.4 shows that the elitist EA, the (µ, λ) EA

and the tournament EA with a fixed mutation rate is inefficient to cope with local optima in

PeakedLOm,k for some k ∈ Ω(n). In Section 6.5, we analyse the runtime of the MOSA-EA

on PeakedLOm,k. Section 6.6 summarises the chapter.

Table 6.1: Theoretical results of EAs on PeakedLOm,k (for some constant c, δ > 0)

Algorithm PeakedLOm,k Runtime T Theorem

(µ+ λ) EA Any k ≤ n and k,m ∈ Ω(n) Pr (T ≤ ecn) ≤ e−Ω(n) Theorem 6.4.1

(µ, λ) EA Any k ≤ n and k,m ∈ Ω(n) Pr (T ≤ ecn) ≤ e−Ω(n) Theorem 6.4.2

2-tour. EA Any k < (ln(3/2)− δ)n and k,m ∈ Ω(n) Pr (T ≤ ecn) ≤ e−Ω(λ) Theorem 6.4.3

(µ, λ) MOSA-EA Any n ≥ k ∈ Ω(n), ⌈m⌉ < 2A (1 + ln(pinc)/ln(α0)− o(1)) k † E[T ] = O (n2 log(n)) Theorem 6.5.1
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6.2 PeakedLOm,k Problems

Dang and Lehre (Dang and Lehre, 2016b) proposed a bi-modal function PeakedLOm where

the fitness value is m if a peak individual x = 0n and LO(x) otherwise (defined in Eq. (2.21)).

The “density” of the fitness valley can be tuned by m. In this section, we introduce a more

general version of PeakedLO, where the “sparsity” of the peak individual can be tuned by

a parameter k. Let ∗ represent an arbitrary bit. Then the problem class is defined as

PeakedLOm,k(x) :=

 m if x = 0k∗n−k,

LO(x) otherwise

for any k ∈ [n] and any 1 < m ∈ R. The PeakedLOm function (Dang and Lehre, 2016b)

is a special case of PeakedLOm,k where k = n. Similarly to (Dang and Lehre, 2016b), we

assume that the algorithm is initiated from the search points 0k∗n−k. It is unlikely that the

algorithm will end up on this particular local optima if the population is initialised uniformly

at random. However, here, we are interested in the capability of an algorithm to escape a

local optimum, wherever it is encountered. Our assumption is therefore reasonable for the

purposes of the analysis.

6.3 Multi-objective Self-adaptive EA

This section will introduce the multi-objective self-adaptive evolutionary algorithm (MOSA-

EA). The basic idea of the MOSA-EA is to treat the parameter optimisation task as another

objective, i.e., maximising fitness mutation rate simultaneously. Compared to existing self-

adaptive EAs, the MOSA-EA is characterised by the population sorting method. Previous

self-adaptive EAs (Case and Lehre, 2020; Dang and Lehre, 2016b; B. Doerr et al., 2021)

sort the population by considering the fitness of individuals first, then the mutation rate.
†For some constants pinc < 2/5, α ≥ 4, A > 1 based on restrictions in Theorem 6.5.1.
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In contrast, the MOSA-EA sorts the population based on the multi-objective sorting partial

order (Definition 6.3.1) where we have adapted from two famous multi-objective EAs (Deb

et al., 2002; Srinivas and Deb, 1994).

6.3.1 Multi-objective Sorting Partial Order

(a) Fitness-first sorting (SA-EA)
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(b) Multi-objective sorting (MOSA-EA)
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Figure 6.2: Illustration of population sorting in (a) fitness first sorting partial order (Defi-

nition 2.2.4 (b)) and (b) multi-objective sorting partial order. The points in the same cell

have the same fitness and the same mutation rate.

The MOSA-EA aims to maximise fitness and mutation rates simultaneously. To achieve

this goal, we sort the population based on multi-objective sorting partial order before pro-

ducing the next population, as shown in Definition 6.3.1. Specifically, the multi-objective

sorting partial order based on the strict non-dominated fronts of the population produced

by the strict non-dominated sorting algorithm (Algorithm 15) based on maximising two ob-

jective functions, i.e., the fitness value of the solution f1(x, χ/n) := f(x) and the mutation

rate of the individual f2(x, χ/n) := χ/n. In each strict non-dominated Pareto front, Al-

gorithm 15 guarantees that there do not exist two individuals with the same fitness value

and mutation rate. Note that we assume that the aim is to maximise all objectives in Al-

gorithm 15, and we say an individual a dominates another individual b, written as a ≺ b
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6.3. Multi-objective Self-adaptive EA

if (1) the objective values of a are no lower than b for all functions, and (2) at least one

objective value of a is strictly higher than that objective value in b. The main difference

between the fast non-dominated sorting algorithm used in NSGA-II (Deb et al., 2002) and

the strict non-dominated sorting algorithm shown in Algorithm 15 is that the latter can

avoid too many similar or copies of the same individual, i.e., same objective values in all

functions, in one front, by Lines 9-11. This characteristic can avoid the situation that some

individuals dominate the population, i.e., occupying the top positions of the sorted popula-

tion. In other words, the strict non-dominated sorting algorithm can increase the diversity

of the population.

Subsequently, Definition 6.3.1 outlines the multi-objective sorting partial order, which pre-

fer a smaller index of the front, then a higher fitness value, since the priority of optimisation

is to find better solutions.

Definition 6.3.1 (Multi-objective sorting partial order). Consider a self-adaptive population

P ∈ Yλ and strict non-dominated fronts of P : F0,F1, . . . based on f1(x, χ/n) := f(x) and

f2(x, χ) := χ/n, where Y = {0, 1}n × (0, 1/2] and n ∈ N. Let f : {0, 1}n → R be a Pseudo-

Boolean function. Given any two individuals P (i) and P (j) where i ̸= j and i, j ∈ [λ], the

multi-objective sorting partial order is defined as: for all (x, χ/n), (x′, χ′/n) ∈ Y,

P (i) ⪰P,f P (j)⇐⇒ g(i) < g(j) ∨ (g(i) = g(j) ∧ f1(P (i)) > f1(P (j))) , (6.1)

where g(k) indicates the index of the strict non-dominated front of k-th individual in P .

Then we can get a sorted population based on this sorting partial order, in which any

individual a is ranked before an individual b if a has a higher fitness value or a higher

mutation rate than b. Figure 6.2 illustrates an example of the order of a population after

multi-objective sorting. Note that the points in the same cell have the same fitness value

and the same mutation rate. Algorithm 16 shows an alternative way to do multi-objective

sorting step in MOSA-EA (step 2 in Algorithm 7).
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Algorithm 15 Strict non-dominated sorting

Require: Population sizes λ ∈ N. Population P ∈ Zλ, where Z is a finite state space.

Objective functions f1, f2, . . . : Z → R (assume to maximise all objective functions).

1: for each individual P (i) do

2: Set Si := ∅ and ni := 0

3: for i = 1, . . . , λ do

4: for j = 1, . . . , λ do

5: if P (i) ≺ P (j) based on f1, f2, . . . then

6: Si := Si ∪ {P (i)},

7: else if P (j) ≺ P (i) based on f1, f2, . . . then

8: ni := ni + 1,

9: else if fℓ(P (i)) = fℓ(P (j)) where ℓ = 1, 2, . . . then

10: if P (i) /∈ Sj then Si := Si ∪ {P (i)} else ni := ni + 1.

11: if ni = 0 then F0 = F0 ∪ {P (i)}.

12: Set k := 0.

13: while Fk ̸= ∅ do

14: Q := ∅.

15: for each individual P (i) ∈ Fk and P (j) ∈ Si do

16: Set nj := nj − 1.

17: if nj = 0 then Q := Q ∪ {P (j)}.

18: Set k := k + 1, Fk := Q.

19: return F0,F1, . . ..

6.3.2 Self-adapting Mutation Rate

Self-adapting mutation rate is the key step of self-adaptive EAs. Case and Lehre (2020)

and B. Doerr et al.(B. Doerr et al., 2021) use a strategy to increase the mutation rate by
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Algorithm 16 Alternative multi-objective sorting step in MOSA-EA
Require: Population sizes λ ∈ N.

Require: Population P ∈ Yλ.

Require: Fitness function f .

1: Sort Pt into P 1, P 2, . . . where P 1 containing all individuals with the highest fitness f , P 2

containing all individuals with the 2-nd highest fitness f , . . . .

2: for i = 1, . . . , λ do

3: Set χ̂ := −∞.

4: for Q = P 1, P 1, . . . do

5: Find (x′, χ′) which is the element with the highest χ in Q.

6: if Q ̸= ∅ and χ′ > χ̂ then

7: P (i) := (x′, χ′) and χ̂ := χ′.

8: Pop (x′, χ′) from Q.

9: Break.

10: return P .

a multiplicative factor A > 1 with some probability pinc, decrease otherwise. We apply

a similar strategy in Algorithm 17 on the MOSA-EA in experiments (Chapter 7), where

adapting mutation rate from ε to nearly 1/2. To make theoretical analysis easier, we adopt

Algorithm 18 on the MOSA-EA in Theorem 6.5.1. The difference is that Algorithm 18 has

an additional tiny probability pinc2 to increase the mutation rate to the highest of possible

mutation rates.

Finally, we say the MOSA-EA is Algorithm 7 using the multi-objective sorting partial

order (Definition 6.3.1). In this thesis, we only consider the (µ, λ) MOSA-EA with comma

selection (Algorithm 9). For self-adapting mutation rate strategy, we apply Algorithms 17

and 18 in Chapter 7 and Section 6.5, respectively.

199



Chapter 6. Self-adaptation in Multi-modal Landscapes

Algorithm 17 Self-adapting mutation rate strategy
Require: Parameters A > 1, ε > 0 and pinc ∈ (0, 1).

Require: Mutation parameter χ/n.

1: χ′ =


min(Aχ, εnA⌊logA(

1
2ε

)⌋) with probability pinc,

max (χ/A, εn) otherwise.
2: return χ′/n.

Algorithm 18 Self-adapting mutation rate strategy (theoretical)
Require: Parameters A > 1, ε > 0, pinc2 > 0, pinc > 0 and pinc + pinc2 < 1.

Require: Mutation rate χ/n.

1: χ′ =


min(Aχ, εnA⌊logA(

1
2ε

)⌋) with probability pinc,

εnA⌊logA(
1
2ε

)⌋ with probability pinc2,

max (χ/A, εn) otherwise.
2: return χ′/n.

6.4 Inefficiency of Fixed Mutation Rate

The (µ+ λ) EA and the (µ, λ) EA are proved inefficient when optimising the BBFunnel

function which belongs to the SparseLocalOpt problem class (Dang et al., 2021a,b).

We use similar proof ideas to prove the inefficiency on PeakedLOm,k for the (µ+ λ) EA

and (µ, λ) EA, which is shown in Theorems 6.4.1 and 6.4.2, respectively. Furthermore,

the tournament EA can solve SparseLocalOpt problems with very “sparse” local optima

(Dang et al., 2021a,b). In Theorem 6.4.3, we show the 2-tournament EA with any fixed

mutation rate cannot handle a too sparse local optimum on PeakedLOm,k.

Theorem 6.4.1. The expected runtime of the (µ+ λ) EA with λ, µ ∈ poly(n), λ/µ ≥ 1,

initial population P0 = {0k∗n−k}µ, and mutation parameter χ ∈ O(1) on PeakedLOm,k

with any k ≤ n and k,m ∈ Ω(n) satisfies Pr(T ≤ ecn
d
) ≤ e−Ω(n) for some constants c, d > 0.
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Proof. For the (µ+ λ) EA (Algorithm 2), from initial population P0 =
{
0k∗n−k

}µ, if there

is no individual with fitness greater than m, then the initial population will be always the

µ best individuals. We now prove that with probability 1 − e−Ω(n) during the first ecnd

function evaluations, none of search point 1min{n,⌈m⌉}∗n−min{n,⌈m⌉} is created. To created a

search point 1min{n,⌈m⌉}∗n−min{n,⌈m⌉} , it is necessary to mutate from one of individuals in

the initial population P0 = {0k∗n−k}µ, where at least min{k,min{n, ⌈m⌉}} 0-bits must be

flipped. The probability of such an event is n−Ω(n) for the mutation rate χ
n
= O

(
1
n

)
. Thus by

a union bound, the probability of no search point 1min{n,⌈m⌉}∗n−min{n,⌈m⌉} is created within

ecn
d fitness evaluations is 1− ecndn−Ω(n) = 1− e−Ω(n).

Theorem 6.4.2. For any constant δ > 0, the (µ, λ) EA with λ, µ ∈ poly(n), λ/µ = α0

where α0 > 1 is a constant, mutation parameter 0 < χ /∈ [ln(λ/µ)− δ, ln(λ/µ) + δ], and

initial population P0 = {0k∗n−k}λ has runtime Pr (T ≤ ecn) ≤ e−Ω(n) on PeakedLOm,k with

any k ≤ n and k,m ∈ Ω(n) for some constant c > 0.

Proof. The result for χ ≥ ln (λ/µ)+ δ follows directly from Theorem 2.2.1 by that P0 is still

at distance Ω(n) away from 1n.

When χ ≤ ln (λ/µ)− δ, it suffices to prove by induction that with high probability, the µ

best individuals are still 0k∗n−k during the first ecλ generations for some constant c sufficiently

small. Since the µ best individuals of P0 are 0k∗n−k, it is certain that the selected parents

to produce offspring in the next generation are 0k∗n−k. Then, to create an offspring which

is 0k∗n−k, it is suffices to not modify any bit from the parent, the corresponding probability

is
(
1− χ

n

)k ≥ (1− χ
n

)n ≥ (1 − σ)e−χ ≥ µ(1−σ)eδ
λ

for any constant σ > 0 by Lemma A.2.5.

Choosing σ so that 1+σ
1−σ = eδ then this probability is at least µ

λ
(1 + δ). By a Chernoff

bound, the probability that the population has less than µ individuals are 0k∗n−k in the next

generation is e−Ω(λ) = e−Ω(n). In order for those individuals to be the best of the population,

no individual 1min{n,⌈m⌉}∗n−min{n,⌈m⌉} must be created, but the probability of such creation
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by mutation 0k∗n−k is n−min(k,⌈m⌉) = n−Ω(n) and still n−Ω(n) for the λ sampling. By induction

and an union bound, with probability 1−e−Ω(n), the µ best individuals are those from 0k∗n−k

during the next ecn generations for some sufficiently small constant c.

Theorem 6.4.3. For some constant ξ ∈ (0, 2/3), any k ≤ an where a = ln(3(1 − ξ)/2)

is a constant and m ∈ Ω(n), the runtime of the 2-tournament EA with population size

λ ∈ poly(n) on PeakedLOm,k with the initial population P0 = {0k∗n−k}λ and any fixed

mutation rate satisfies Pr (T ≤ ecn) = e−Ω(λ) for a constant c > 0.

Proof. By the negative drift theorem for populations (Theorem 2.2.1), we know that for any

mutation rate χ ≥ ln(2) + δ where δ ∈ (0, 1) is some constant, the probability that the

algorithm optimises PeakedLOm,k within ecn generations is e−Ω(n) for some constant c > 0.

We then prove that for any k ≤ an, the runtime of the 2-tournament EA on PeakedLOm,k

problems any mutation rate χ ≤ ln(2) + δ − ε satisfied Pr (T ≤ ecn) = e−Ω(λ) for a constant

c > 0.

We will prove a stronger statement that with probability 1− e−Ω(λ), all individuals during

the first ecn generations have less than min{n, ⌈m⌉} leading 1-bits, where c > 0 is a constant.

Choose the parameter δ′ ∈ (0, 1) such that ln
(
1+δ′

1−δ′
)
/a = ε ∈ (0, 1). We call an individual

is a peak individual if it is 0k∗n−k. We first show by induction that with probability 1−e−Ω(λ),

there are at least λ
2

(
1 + δ′

2

)
peak individuals in each of the first ecλ generations, and we call

the run of the algorithm failure otherwise. Then, by Lemma A.2.5, the probability of not

mutating any of the first k bits is(
1− χ

n

)k
≥ e−aχ(1− δ′)

≥
(
1

2

)a(
1

eδ

)a
eaε(1− δ′) ≥

(
1

2

)a
1

eδ
(1 + δ′)
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let ξ := 1− 1/eδ, then for all δ ∈ (0, 1) we have ξ ∈ (0, 2/3), such that

=

(
1

2

)a
(1− ξ) (1 + δ′) >

(
1

e

)a
(1− ξ) (1 + δ′)

≥ 2

3
(1 + δ′) .

Assume that there are γλ ≥ λ
2

peak individuals in the current population. A peak indi-

vidual is produced if a peak individual is selected and none of its first k 0-bits flipped. The

probability of this event is

(
γ2 + 2(1− γ)γ

) (
1− χ

n

)k
≥ γ(2− γ)

(
1− χ

n

)an
≥ 3

4

(
1− χ

n

)an
≥ 1

2
(1 + δ′) .

Hence, by a Chernoff bound, the probability that the next generation contains less than

λ
2

(
1 + δ′

2

)
peak individuals is e−Ω(λ). By induction and an union bound, the probability that

the next ecλ generations contain less λ
2

(
1 + δ′

2

)
peak individuals is still e−Ω(λ), if c > 0 is a

sufficiently small constant.

We now assume that the run is not a failure. Furthermore, we assume that the algorithm

is optimising the function g(x) := min (⌈m⌉,PeakedLOm,k (x)) instead of PeakedLOm,k.

Clearly, the time to reach at least ⌈m⌉ leading 1-bits is the same, whether the algorithm

optimises g or PeakedLOm,k. Assume that there are more than λ
2

(
1 + δ′

2

)
peak individuals,

the reproductive rate of any non-peak individual is always less than

λ

((
1

λ

)2

+
2

λ

(
1− 1

λ
− 1 + δ′/2

2

))
< 1− δ′

2
=: α0

For non-peak individuals, the last n − min(n, ⌈m⌉) bit-positions are irrelevant when the

algorithm optimises g. We can therefore apply the negative drift theorem for populations

(Theorem 2.2.1) with respect to the algorithm limited to the first min(n, ⌈m⌉) bit-positions

only. The mutation operator flips each of the min(n, ⌈m⌉) bits independently with probability
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χ′

min(n,⌈m⌉) , where χ′ = χm
n

. Hence, we have e−χ′
< 1 = 1−δ′/2

α0
, and the conditions of the

theorem are satisfied.

6.5 Efficiency of MOSA-EA

We now analyse the runtime of the MOSA-EA on PeakedLOm,k (Theorem 6.5.1). In a

previous study, Case and Lehre (2020) derived an upper bound on the runtime of the (µ, λ)

self-adaptive EA on an unknown structure version of LeadingOnes function via the level-

based theorem. They first divide the search space Y into a two-dimensional level partition

including fitness levels and mutation rate sub-levels. Then they define two threshold values

θ1(j) and θ2(j) which is an ideal range of mutation rate to improve the solution for each

fitness level. Informally, they count the number of generations to increase the mutation

rate to enter this ideal mutation rate range, and the number of generations to improve the

solution to the next fitness level if with an ideal mutation rate.

Theorem 6.5.1. For some constant δ ∈ (0, 1), the MOSA-EA with λ
µ

= α0 ≥ 4 and

c log2(n) ≤ λ ∈ poly(n) where α0 is a constant and c is a large enough constant, has

expected runtime O (nλ log(n) log (log(n)) + n2 log(n)) on PeakedLOm,k started with any

initial population, if satisfying

- pinc ∈
(

1+δ
α0
, 2
5

)
, A > (1 +

√
1/(α0(1− pinc))) are constants,

- ε = b
n
, pinc2 = d

n
for any small constants b, d > 0,

- ⌈m⌉ <
(
ln
(
α0pinc
1+δ

))
/
(
2A ln

(
α0

1−δ

))
k − ln

(
α0pinc
1+δ

)
+ 1, where k = an for any constant

a ∈ (0, 1].
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Although the MOSA-EA analysed in Theorem 6.5.1 is significantly different from the (µ, λ)

self-adaptive EA, e.g., different sorting mechanisms and different self-adapting mutation rate

strategies, we can use a similar proof idea for these two varieties of LeadingOnes. We first

divide the search space Y into regions based on k and m of PeakedLOm,k. Then we

partition each region into fitness levels and mutation rate sub-levels. We formally define

these in Section 6.5.1. Section 6.5.2 defines some threshold values and functions, similaly to

(Case and Lehre, 2020), and we also introduce some useful lemmas. Finally, in Section 6.5.3,

we apply the level-based theorem (Theorem 2.2.1) to the level partition to get an upper

bound of runtime on PeakedLOm,k.

6.5.1 Partitioning the Search Space into Levels

We partition the two-dimensional search space Y = X × [ε, 1/2] into “levels”. We first divide

the search space Y into three parts A′, A and Bk based on fitness value and mutation rate,

which are coloured by yellow, blue and grey in Figure 6.3, respectively. Note that Figure 6.3

is an informal illustration since the formal definitions are complicated. Formally, we define

the regions with the PeakedLOm,k parameters k,m and a threshold value θ′2 as

• A′
j := {(x, χ) | LO(x) = j and x ̸= 0k ∗n−k and χ < θ′2} for j ∈ [0..⌈m⌉ − 1];

• A′
⌈m⌉ := {(x, χ) | x = 0k ∗n−k and χ < θ′2};

• Aj := {(x, χ) ∈ X | LO(x) = j and x ̸= 0k ∗n−k and χ ≥ θ′2} for j ∈ [0..⌈m⌉ − 1];

• Aj := {(x, χ) | LO(x) = j}, for j ∈ [⌈m⌉..n];

• Bk := {(x, χ) | x = 0k ∗n−k and χ ≥ θ′2}.

We will define θ′2 in the next subsection. Note that Bk contains no level which is applied in
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the level-based theorem, and we will prove that there are not too many individuals in Bk

region later.

A′￼(⌈m⌉,1)

A′￼(⌈m⌉,2)

A′￼( ⌈m⌉,d′￼⌈m⌉)
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A′￼(0,d′￼0)

A′￼(0,2)

A′￼(1,d′￼1)

A′￼(1,1)

A′￼
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Figure 6.3: Informal illustration of the level partition on PeakedLOm,k function (Regions

A′, A, Bk are coloured by yellow, blue, grey, respectively; x represents a bistring with length

n)

To describe the ranking of sub-levels, we define that any level in A is higher than all levels

in A′, any sub-level in Aj is higher than all sub-levels in Aj−1, and any sub-level in A′
j is

higher than all sub-levels in A′
j−1 for j ≥ 1.

Now, we define sub-levels in regions A′ and A. For region A′, we first define the depth d′j

of levels A′
j:

• For j ∈ [0..⌈m⌉ − 1], d′j := min{ℓ ∈ N | εAℓ ≥ θ′2};

• For j = ⌈m⌉, d′⌈m⌉ := min{ℓ ∈ N | εAℓ ≥ θ′1}.

The depth of level in A′ implies the number of sub-levels to enter higher region, i.e., A.
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Then,

• For j ∈ [0..⌈m⌉−1], we define the sub-levels for ℓ ∈ [d′j] asA′
(j,ℓ) := A′

j×[εAℓ−1,min(εAℓ, θ′2)),

• For j = ⌈m⌉, we define the low levels for ℓ ∈ [d′j−1] asA′
(⌈m⌉,ℓ) := A′

⌈m⌉×[εAℓ−1,min(εAℓ, θ′1)),

and we define the edge level as A′
(⌈m⌉,d′−1)

:= A′
⌈m⌉ × [θ′1,min(1

2
, θ′2)].

To define sub-levels in region Aj, we use two threshold values θ1(j) and θ2(j) which will

be defined in the following subsection. Similarly to (Case and Lehre, 2020), θ1(j) and θ2(j)

imply the ideal range of mutation rate to mutate the solution to level Aj. We also begin at

defining the depth dj of levels Aj,

• For j ∈ [0..⌈m⌉ − 1], dj := min{ℓ ∈ N | θ′2Aℓ ≥ θ1(j)};

• For j ∈ [⌈m⌉..n− 1], dj := min{ℓ ∈ N | εAℓ ≥ θ1(j)}.

The depth of level implies the number of sub-levels to tune the mutation rate from the lowest

to an ideal mutation rate.

• For j ∈ [0..⌈m⌉−1], we define the low levels as A(j,ℓ) := Aj× [θ′2A
ℓ−1,min(θ′2A

ℓ, θ1(j))),

for ℓ ∈ [dj−1], and define the edge levels as A(j,dj) := Aj× [θ1(j),min(1
2
, θ2(j))]∪A>j×

(min(1
2
, θ2(j + 1)),min(1

2
, θ2(j))].

• For j ∈ [⌈m⌉..n− 1], we define the low levels as A(j,ℓ) := Aj × [εAℓ−1,min(εAℓ, θ1(j))),

and we define the edge levels as A(j,dj) := Aj×[θ1(j),min(1
2
, θ2(j))]∪A>j×(min(1

2
, θ2(j+

1)),min(1
2
, θ2(j))].

• We let An contain only one sub-level A(n,1) := Aj × [ε, 1/2].
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6.5.2 Definitions and Useful Lemmas

We now define the functions θ1, η and θ2 for levels Aj where j ∈ [0..n − 1], and the values

θ′1, η′ and θ′2 for levels A′
⌈m⌉, which use in the levels definitions above.

• For Aj where j ∈ [n− 1], let

η(j) :=
1

2A

(
1−

(
1 + δ

α0pinc

) 1
j

)
, θ1(j) :=

η(j)

A
, θ2(j) := 1− q

1
j , where

q :=
1− ζ
α0

, r0 :=
1 + δ

α0 (1− pinc − pinc2)
, ζ := 1− α0(r0)

1+
√
r0

• For A0, let η(0) be any function such that η(0) = η(1)
A
− o(1), and we define θ1(0) :=

η(0)
A

, and θ2 := θ2(1)
A
.

• For A′
⌈m⌉, we define η′ := η(k), θ′1 := θ1(k) and θ′2 := θ2(k).

For convenience, let x′ ∼ pmut(x, χ) denote that individual x′ is sampled by independently

flipping each bit of x with probability χ/n, which is another expression of Line 6 in Algo-

rithm 7. Then, for all individuals (x, χ) in Aj where j ∈ [0..n − 1] and χ ∈ [εn, n/2], we

define the survival probability as r(j, χ) := minx∈Aj Prx′∼pmut(x,χ)(x
′ ∈ A≥j), and for all indi-

viduals (x, χ) in A′
j, where j ∈ [0..⌈m⌉] and χ ∈ [εn, n/2], we define the survival probability

as r′(j, χ) := minx∈A′
j
Prx′∼pmut(x,χ)(x

′ ∈ A′
≥j).

We then explain that condition ⌈m⌉ <
(
ln
(
α0pinc
1+δ

))
/
(
2A ln

(
α0

1−δ

))
k− ln

(
α0pinc
1+δ

)
+1 in The-

orem 6.5.1 essentially implies θ′2 < θ1(j) for all j ∈ [0..⌈m⌉− 1] by Lemma 6.5.1. Informally,

it means that the local optima is “sparse” and the fitness valley is “dense”.

Lemma 6.5.1. Assume that the parameters A, α0 and pinc satisfy the constraints in Theo-

rem 6.5.1. For any constant δ ∈ (0, 1), if ⌈m⌉ <
(
ln
(
α0pinc
1+δ

))
/
(
2A ln

(
α0

1−δ

))
k− ln

(
α0pinc
1+δ

)
+1,

where k = an for any constant a ∈ (0, 1], then θ′2 < θ1(j) for all j ∈ [0..⌈m⌉ − 1].
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Proof. By the assumption,

⌈m⌉ <
ln
(
α0pinc
1+δ

)
2A ln

(
α0

1−δ

)k − ln

(
α0pinc
1 + δ

)
+ 1

⌈m⌉ − 1 < ln

(
α0pinc
1 + δ

)(
an

2A ln
(
α0

1−δ

) − 1

)

⌈m⌉ − 1 < ln

(
1 + δ

α0pinc

)(
1 +

1

− ln
(
α0

1−δ

)
2A
an

)

by Lemma A.2.3,

< ln

(
1 + δ

α0pinc

)
/ ln

(
1− ln

(
α0

1− δ

)
2A

an

)

we know 1+δ
α0pinc

< 1 by condition pinc > (1 + δ)/α0, then

(
1 + δ

α0pinc

) 1
⌈m⌉−1

<

(
1 + δ

α0pinc

)−
ln(1−ln( α0

1−δ ) 2A
an )

ln( 1+δ
α0pinc

)

= e− ln(1−ln( α0
1−δ )

2A
an ) = 1− ln

(
α0

1− δ

)
2A

an
.

By the definition, θ1(j) is a monotone decreasing function, then for all j ∈ [0..⌈m⌉ − 1],

θ1(j) ≥ θ1 (⌈m⌉ − 1) = 1−
(
1 + δ

α0pinc

) 1
⌈m⌉−1

> ln

(
α0

1− δ

)
2A

an

by Lemma A.2.2,

≥ 2A

(
1−

(
1− δ
α0

) 1
k

)
= θ′2.

Then we introduce three lemmas to support the proofs for conditions (G2) and (G1) of

Theorem 2.2.1. Lemma 6.5.2 presents some useful inequalities, and Lemmas 6.5.3 and 6.5.4

can be used to prove conditions (G2) and (G1), respectively. The lemmas and the proofs

may look similar to (Case and Lehre, 2020), but they are separate statements since different

algorithms and level partitions are considered in Theorem 6.5.1 and (Case and Lehre, 2020).
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Lemma 6.5.2. Assume that the parameters A, α0, pinc, pinc2 and k satisfy the constraints

in Theorem 6.5.1. Then there exists a constant δ ∈ (0, 1/10) such that for all j ∈ [0..n− 1]

and χ ∈ [εn, n/2],

(i) θ1(0) < η(0) < εA⌊logA(
1
2ε

)⌋ ≤ 1/2 < θ2(0),

(ii) θ2(j) = Ω(1/j),

(iii) θ1(j) = O(1/j),

(iv) Aη(j) ≤ θ2(j),

(v) η(j)/A = θ1(j),

(vi) θ2(j)/A < θ2(j + 1),

(vii) Aθ1(j) ≤ θ2(j + 1),

(viii) if χ
n
≤ η(j), then r(j, Aχ) ≥ 1+δ

α0pinc
,

(ix) if χ
n
≤ θ2(j), then r(j, χ/A) ≥ 1+δ

α0(1−pinc−o(1)) .

Furthermore,

(x) if χ
n
≤ η′, then r′(⌈m⌉, Aχ) ≥ 1+δ

α0pinc
, and

(xi) if χ
n
≤ θ′2, then r′(⌈m⌉, χ/A) ≥ 1+δ

α0(1−pinc−o(1)) .

Proof. Before proving statements (i)–(ix), we derive bounds on the three constants q, ζ, and

r0. By the assumptions pinc < 2/5 and α0 ≥ 4 from Theorem 6.5.1 and δ < 1/10,

r0 <
11

6α0

< 1. (6.2)

Furthermore, since r0 = 1+δ
α0(1−pinc−o(1)) < 1 and α0 ≥ 4, we have

ζ > 1− α0(r0)
2 > 1− 1

α0

(
11

6

)2

≥ 23

144
. (6.3)

Finally, since δ, ζ, pinc ∈ (0, 1), we have from the definitions of r0 and q that

0 < q < r0. (6.4)
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From the definition of the functions θ1, η, and the constant δ ∈ (0, 1/10), it follows that

θ1(0) < η(0) < η(1) <
1

2A

(
1− 1

α0pinc

)
<

1

2A

≤ εAlogA(
1
2ε

)−1 ≤ εA⌈logA( 1
2ε

)⌉ ≤ 1

2
.

Also, we have from the definition of q, the constraint α0 ≥ 4 from Theorem 6.5.1, and the

bound ζ > 23/144 from Eq. (6.3) that

θ2(0) > θ2(1) > 1− q = 1− 1− ζ
α0

> 1−
1− 23

144

4
=

455

576
.

Thus, we have proven statement (i).

Statement (ii) follows directly from Lemma A.2.7, the definition of θ2 and the constant q,

θ2(j) = 1− q1/j ≥ (1− q)/j = Ω(1/j).

For statement (iii), we define c := 1+δ
α0pinc

< 1, and observe that the inequality ex ≥ 1 + x

implies

θ1(j) < 1− c1/j = 1− e(1/j) ln(c) ≤ −(1/j) ln(c) = O(1/j).

For statement (iv), first note that Eq. (6.4) and the assumption pinc < 2/5 imply

0 < q < r0 <
1 + δ

α0pinc
.

For j ≥ 1, we therefore have 1/j > 0 and

θ2(j) = 1− q1/j ≥ 1−
(
1 + δ

α0pinc

)1/j

≥ Aη(j).

For j = 0, the definition of η(0), statement (iv) for the case j = 1 shown above, and the

definition of θ2(0) gives

Aη(0) < η(1) ≤ θ2(1)

A
= θ2(0).
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Statement (v) follows from the definition of θ1(j).

We now show statement (vi). The statement is true by definition for j = 0, so assume

that j ≥ 1. We first derive an upper bound on the parameter b in terms of the constant q.

In particular, the constraint on A from Theorem 6.5.1 and the relationship 0 < q < r0 from

Eq. (6.4) gives

1

A
≤ 1

1 +
√
r0
<

1

1 +
√
q
=

1−√q
1− q

. (6.5)

The right hand side of Eq. (6.5) can be further bounded by observing that the function

g(j) := 1−q1/(j+1)

1−q1/j with q > 0 increases monotonically with respect to j. Thus, for all j ∈ N,

we have

1

A
<

1−√q
1− q

≤ 1− q1/(j+1)

1− q1/j
. (6.6)

This upper bound on parameter 1/A now immediately leads to the desired result

θ2(j)

A
=

(1− q1/j)
A

≤ 1− q1/(j+1) = θ2(j + 1). (6.7)

Statement (vii) follows by applying the previous three statements in the order (v), (iv),

and (vi)

Aθ1(j) = η(j) ≤ θ2(j)/A ≤ θ2(j + 1).

Next we prove statement (viii). The statement is trivially true for j = 0, because

r(0, Aχ) = 1, so assume that j ≥ 1. By the assumption χ/n ≤ η(j) and the definition

of η(j),

r(j, Aχ) =

(
1− Aχ

n

)j
≥ (1− Aη(j))j

≥

(
1−

(
1−

(
1 + δ

α0pinc

)1/j
))j

=
1 + δ

α0pinc
. (6.8)
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Finally, we prove statement (ix). Again, the statement is trivially true for j = 0, because

r(0, χ/A) = 1, so assume that j ≥ 1. We derive an alternative upper bound on parameter

1/A in terms of r0 and q. By the constraint on A in Lemma 6.5.2,

1

A
≤ 1

1 +
√
r0

=
ln(r0)

ln(r0) +
√
r0 ln(r0)

=
ln(r0)

ln
(
r0r

√
r0

0

) =
ln r0
ln q

. (6.9)

Furthermore, note that the function h(j) :=
1−r1/j0

1−q1/j decreases monotonically with respect

to j when r0 > q > 0, and has the limit lim
j→∞

h(j) = ln(r0)/ ln(q). Using Eq. (6.9), it therefore

holds for all j ∈ N that
1

A
≤ ln r0

ln q
≤ 1− r1/j0

1− q1/j
. (6.10)

The assumption χ/n ≤ θ2(j), the definition of θ2(j), and (6.10) now give

r(j, χ/A) =
(
1− χ

An

)j
≥
(
1− θ2(j)

A

)j
=

(
1−

(
1− q1/j

)
A

)j

≥
(
1−

(
1− r1/j0

))j
= r0,

which completes the proof of statement (ix).

For statements (x)-(xi), if the first k 0-bits are not flipped, then the individual survives,

by the assumption χ/n ≤ η′ and the definition of η′,

r′(⌈m⌉, Aχ) =
(
1− Aχ

n

)k
≥ (1− Aη′)k = (1− Aη(k))k

≥

(
1−

(
1−

(
1 + δ

α0pinc

)1/k
))k

=
1 + δ

α0pinc
,

and by the assumption χ/n ≤ θ′2 and the definition of θ′2,

r′(⌈m⌉, χ/A) =
(
1− χ

An

)k
≥
(
1− θ′2

A

)k
=

(
1− θ2(k)

A

)k
=

(
1−

(
1− q1/k

)
A

)j

≥
(
1−

(
1− r1/k0

))k
= r0.
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Lemma 6.5.3. Assume that the parameters A, pinc, pinc2, k and m satisfy the constraints

in Theorem 6.5.1. Then there exists a constant δ ∈ (0, 1/10) such that for all j ∈ [0..n− 1]

and ℓ ∈ [dj], if the (µ, λ) selection of the MOSA-EA selects a parent (x, χ/n) ∈ A(j,ℓ), then

the offspring (x′, χ′/n) created by self-adapting mutation rate and mutating bitstring satisfies

Pr((x′, χ′/n) ∈ A≥(j,ℓ)) ≥ 1+δ
α0
.

Furthermore, there exists a constant δ ∈ (0, 1/10) such that for all j ∈ [0..⌈m⌉] and

ℓ ∈ [d′j], if the (µ, λ) selection of the MOSA-EA selects a parent (x, χ/n) ∈ A′
(j,l), then the

offspring (x′, χ′/n) created in by self-adapting mutation rate and mutating bitstring satisfies

Pr((x′, χ′/n) ∈ A′
≥(j,ℓ)) ≥

1+δ
α0
.

Proof. We will prove the stronger statement for Eq. (6.5.3) that with probability (1+ δ)/α0,

we have simultaneously

x′ ∈ A≥j and min
{χ
n
, θ1(j)

}
≤ χ′

n
≤ θ2(j). (6.11)

The event Eq. (6.11) is a subset of the event (x′, χ′/n) ∈ A(j,ℓ), because a lower level A(j,ℓ)

may contain search points (x′, χ′/n) with mutation rates χ′/n < min(χ/n, θ1(j)).

By the definition of levels, the parent satisfies x ∈ A≥j and χ/n ≤ θ2(j). We distinguish

between two cases.

Case 1: χ/n ≤ η(j). By Lemma 6.5.2 (i), and the monotonicity of η, we have η(j) < 1/2.

Note that in this case, it is still “safe” to increase the mutation rate. For a lower bound, we

therefore pessimistically only account for offspring where the mutation parameter is increased

from χ to min
(
Aχ, εnA⌊logA(

1
2ε

)⌋
)
.

Note first that since A > 1, we have

χ′

n
=

min
(
Aχ, εnA⌊logA(

1
2ε

)⌋
)

n
>
χ

n
.
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Also, Lemma 6.5.2 (iv) implies the upper bound

χ′

n
≤ Aχ

n
≤ Aη(j) ≤ θ2(j).

To lower bound the probability that x′ ∈ A≥j, we consider the event where the mutation

rate is increased, and the event that none of the first j bits in the offspring are mutated

with the new mutation parameter min
(
Aχ, εnA⌊logA(

1
2ε

)⌋
)
. By definition of Algorithm 18

and using Lemma 6.5.2 (viii), these two events occur with probability at least

pincr(j, Aχ) ≥ (1 + δ)/α0. (6.12)

Case 2: η(j) < χ/n ≤ θ2(j). Note that in this case, it may be “unsafe” to increase the

mutation rate. For a lower bound, we pessimistically only consider mutation events where

the mutation parameter is decreased from χ to χ/A. Analogously to above, since 1/A < 1,

we have

χ′

n
=

χ

An
<
χ

n
≤ θ2(j).

Furthermore, Lemma 6.5.2 (v) implies the lower bound

χ′

n
=

χ

An
>
η(j)

An
≥ θ1(j).

To lower bound the probability that x′ ∈ A≥j, we consider the event where the mutation

parameter is decreased from χ to χ/A, and the offspring x′ is not downgraded to a lower

level. By the definition of Algorithm 18, pinc2, r(j, χ/A), and using Lemma 6.5.2 (ix), these

two events occur with probability

(1− pinc − pinc2)r(j, χ/A) ≥ (1 + δ)/α0.

Hence, we have shown that in both cases, the event in Eq. (6.11) occurs with probability

at least (1 + δ)/α0.
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Now, we consider Eq. (6.5.3). By the definition of levels and Lemma 6.5.1, we know that

individuals in A′
(j,ℓ) have mutation rates χ/n < θ′2 < θ1(j) < η(j) for all j ∈ [0..⌈m⌉ − 1]

and ℓ ∈ [d′j]. Thus, it is “safe” to increase the mutation rate, such that a lower bound of the

probability that x′ ∈ A≥j is

pincr
′(j, Aχ) ≥ (1 + δ)/α0.

Note that for the individual (x, χ) ∈ A′
(j,d′j)

, the offspring (x′, χ′) ∈ A≥j ⊂ A′
≥j if the mutation

rate χ of the individual is increased from χ to Aχ and none of the first j bits of x are flipped.

For the individuals in A′
(⌈m⌉,ℓ), where ℓ ∈ [d′j], analogously to the proofs of Eq. (6.5.3), we

distinguish two cases: χ/n ≤ η′ and η′ ≤ χ/n < θ′2, where lower bounds of such probabilities

that x′ ∈ A≥j are, by Lemma 6.5.2 (x)-(xi),

pincr
′(⌈m⌉, Aχ) ≥ (1 + δ)/α0,

and

(1− pinc − pinc2)r′(⌈m⌉, χ/A) ≥ (1 + δ)/α0,

respectively. Thus, the proof is completed.

Lemma 6.5.4. Assume that the parameters A, pinc, pinc2, k and m satisfy the constraints in

Theorem 6.5.1. Then for any j ∈ [0..n−1], and any search point (x, χ/n) ∈ A(j,dj) selected by

the (µ, λ) selection of the MOSA-EA applied to PeakedLOm,k, the offspring (x′, χ′/n) cre-

ated by self-adapting mutation rate and mutating bitstring satisfies Pr((x′, χ′/n) ∈ A≥(j+1,1))

= Ω(1/j).

Proof. By the definition of levelA(j,dj), we have θ1(j) ≤ χ/n ≤ θ2(j) and so by Lemma 6.5.2 (vi),

we have χ/(An) ≤ θ2(j + 1). Given the definition of levels A(j+1,1), it suffices for a lower

bound to only consider the probability of producing an offspring (x′, χ′/n) with lowered

mutation rate χ′/n = χ/(An) ≤ θ2(j + 1) and fitness LO(x′) ≥ j + 1.

216



6.5. Efficiency of MOSA-EA

We claim that if the mutation rate is lowered, the offspring has fitness LO(x′) ≥ j + 1

with probability Ω(1/j). Since the parent belongs to level A(j,dj), it has fitness LO(x) ≥ j,

so we need to estimate the probability of not flipping the first j bits, and obtain a 1-bit in

position j + 1.

We now estimate the probability of obtaining a 1-bit in position j + 1, assuming that the

parent x already has a 1-bit in this position, for any j ∈ [0..n−1]. Using that θ2(j) decreases

monotonically in j, the definition of θ2(0), and the lower bound on the parameter ζ > 23/144

from Eq. (6.3), the probability of not mutating bit-position j+1 with the lowered mutation

rate χ/(An) is

1− χ

An
≥ 1− θ2(j)/A ≥ 1− θ2(0)/A

= 1− θ2(1) = 1− 1− ζ
α0

> 1−
1− 23

144

α0

= Ω(1).

If the parent x does not have a 1-bit in position j + 1, we need to flip this bit-position.

By the definition of θ1(j), the probability of this event is in the case j ≥ 1

χ

An
≥ θ1(j)/A =

1

2A3

(
1−

(
1 + δ

α0pinc

)1/j
)

(6.13)

≥ 1

2A3j

(
1− 1 + δ

α0pinc

)
= Ω(1/j), (6.14)

where the last inequality follows from Lemma A.2.7. If j = 0, we use that θ1(j) decreases

monotonically in j and Eq. (6.13)–(6.14) to show that the probability of flipping bit j+1 = 1

is

χ

An
≥ θ1(0)

A
>
θ1(1)

A
= Ω(1).

The claim that we obtain a 1-bit in position j + 1 with probability Ω(1/j) is therefore true.

Thus, the probability of lowering the mutation rate to bχ/n, obtaining a 1-bit in position

j + 1, and not flipping the first j positions is, using the definition of θ2(j),

(1− pinc)Ω
(
1

j

)(
1− χ

An

)j
> Ω

(
1

j

)
(1− θ2(j))j = Ω

(
1

j

)(
1− ζ
α0

)
= Ω

(
1

j

)
,
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which completes the proof.

Too many individuals with high fitness but incorrect mutation rate would ruin the progress

of the population. We therefore need to prove that there are not too many such “bad”

individuals in the population. We first define a “bad” region B ⊂ Y containing search points

with a mutation rate that is too high, and we say an individual (x, χ/n) ∈ B has too high

mutation rate. For the constant ζ ∈ (0, 1), let

B :=
{
(x, χ/n) ∈ Aj × [ε, 1/2] |(
j ∈ [0..n− 1] ∧ ∀y ∈ X\{0k∗n−k} Pr

x′∼pmut(y,χ)
(x′ ∈ A≥j) <

1− ζ
α0

)
∨
(
∀y = 0k ∗n−k Pr

x′∼pmut(y,χ)
(x′ = 0k∗n−k) < 1− ζ

α0

)}
. (6.15)

By θ2(j), θ′2 and Bk, the region B can also be expressed as

B = ∪n−1
j=0A>j × (min(1/2, θ2(j + 1)),min(1/2, θ2(j))] ∪Bk. (6.16)

We show that too many such individuals in the population is rare by Lemma 6.5.5.

Lemma 6.5.5. Let B ⊂ Y be as defined in Eq. (6.15) for a constant ζ ∈ (0, 1). Then for

any generation t ∈ N of the algorithm used in Theorem 6.5.1 on PeakedLOm,k with k and

m described in Theorem 6.5.1, Pr(|B ∩ Pt| ≥ µ(1− ζ/2)) ≤ e−Ω(µ).

Proof. Consider some parent (x, χ/n) selected in generation t−1 ≥ 0 and the (µ, λ) selection.

First a new mutation parameter χ′ is chosen, a new bit-string x′ is obtained from x using

bitwise mutation with mutation rate χ′/n. To obtain an upper bound on the probability

that (x′, χ′/n) is in B, we proceed in cases based on the outcome of sampling χ′, namely,

whether (x′, χ′/n) is in B.

Case 1: (x, χ′/n) ∈ B. It follows immediately from the definition of B that independently
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of the chosen parent x, it holds

Pr ((x′, χ′/n) ∈ B) <
1− ζ
α0

.

Case 2: (x, χ′/n) /∈ B.

• If x ̸= 0k∗n−k then for (x′, χ′/n) ∈ B to end up in B, by Eq. (6.16), it is necessary that

x′ ∈ A≥u for some u > j, where x ∈ Aj and r(u, χ′) < (1 − ζ)/α0. Since χ′/n < 1/2,

the probability of obtaining x′ ∈ A≥u or x′ = 0k∗n−k is no more than(
1− χ′

n

)u−1(
χ′

n

)
<

(
1− χ′

n

)u
<

1− ζ
α0

.

• If x = 0k∗n−k then for (x′, χ′/n) ∈ B to end up in B, it is necessary that x′ = 0k∗n−k,

where r′(⌈m⌉, χ′) < (1 − ζ)/α0. Then the probability of obtaining x′ ∈ A≥u or x′ =

0k∗n−k is no more than (
1− χ′

n

)k
<

(
1− θ′2

n

)k
<

1− ζ
α0

.

Since each of the λ individuals in population Pt are sampled independently and iden-

tically, |B ∩ Pt| is stochastically dominated by a binomially distributed random variable

Z ∼ Bin
(
λ, 1−ζ

α0

)
, which has expectation µ(1− ζ). By a Chernoff bound,

Pr

(
|B ∩ Pt| ≥ µ

(
1− ζ

2

))
(6.17)

≤ Pr

(
Z ≥ µ

(
1− ζ

2

))
= Pr

(
Z ≥ E[Z]

(
1 +

1

2(1− ζ)

))
(6.18)

= e−Ω(µ).
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6.5.3 Applying the Level-based Theorem

Now, we use Lemmas 6.5.2, 6.5.3, 6.5.4 and 6.5.5 to prove Theorem 6.5.1 via Theorem 2.2.1.

Proof (Theorem 6.5.1). We say that a generation t is “failed” if the population Pt contains

more than (1− ζ/2)µ individuals in region B. We will optimistically assume that no gen-

eration fails. Under this assumption, we will prove that the conditions of Theorem 2.2.1

hold, leading to an upper bound on the expected number of function evaluations t0(n) until

a search point in A(n,1) is created. In the end we will use a restart argument to account for

failed generations.

Each strict non-dominated front has at most ⌈logA (1/2ε)⌉ = c′ log(n) individuals where

c′ > 0 is some constant, so there are at least λ/(c′ log(n)) ∈ Ω (log(n)) fronts. Let c′ :=⌈
logA

(
n
2ε

)⌉
/ log(n), where c′ log(n) is the maximal number of individuals in a front. Let

γ0 := b′/log(n) for some constant 0 < b′ < ζ/(2α0c
′). By the assumption, the number

of individuals are not in region B and have chance to be selected is at least ζµ/2. Since

γ0λ = b′λ/log(n) < ζλ/(2α0c
′ log(n)) = ζµ/(2 log(n)) < ζµ/2, therefore any individual

ranked in the first γ0λ positions will be selected with probability 1
µ

by the (µ, λ) selection.

By the ranking mechanism, if an individual (x, χ) ranked in the first γλ positions where

γ ∈ (0, γ0], then any individual (x′, χ′) where either f(x′) > f(x) or χ′ > χ will be ranked

in the first γλ positions, which guarantees individuals in A′
>(j,ℓ) are ranked in the first γλ

positions if there are at least γλ individuals in A′
≥(j,ℓ), and guarantees individuals in A>(j,ℓ)

are ranked in the first γλ positions if there are at least γλ individuals in A≥(j,ℓ).

Now we consider (G1)-(G2) of Theorem 2.2.1 in regions A′ and A.

Region A′: For γ ∈ (0, γ0], if there are γλ individuals in level A′
>(j,ℓ) for some j ∈ [0..⌈m⌉]

and ℓ ∈ [d′j], then the probability of selecting an individual from A′
>(j,ℓ) is γα0. Since
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|Pt ∩B| ≤ (1 − ζ/2)µ, it follows that all γλ < (ζ/2)µ individuals of A′
≥(j,ℓ) are among the

µ fittest in the population. Therefore, the probability of selecting an individual from A′
>(j,ℓ)

indeed is γλ/µ = γα0. We assume that the current population has at least γ0λ individuals

in levels A′
≥(j,ℓ). To verify condition (G2), we must estimate the probability of producing an

offspring in levels A′
>(j,ℓ), assuming that there are at least γλ individuals in levels A′

>(j,ℓ), for

any γ ∈ (0, γ0]. We distinguish five cases:

• Case 1: j ∈ [0..⌈m⌉−1] and ℓ ∈ [d′j−1]. Assuming that the parent (x, χ/n) is in A′
(u,v) ⊆

A′
≥(j,ℓ+1). Since χ/n < θ′2 < θ1(j) < η(j) by θ2, η and Lemma 6.5.1, it is “safe” to

increase the mutation rate. For a lower bound, we therefore pessimistically only account

for offspring where the mutation parameter is increased to min(χ, εnA⌊logA(
1
2ε

)⌋). The

probability of producing an offspring in levels A′
≥(j,ℓ+1) is at least pinc(1 − Aχ/n)j >

pinc(1− Aθ′2)j > pinc(1− Aη(j))j ≥ (1 + δ)/α0.

• Case 2: j ∈ [0..⌈m⌉ − 1] and ℓ = d′j. We use a stronger assumption that there are

at least γλ individuals in A≥(j,1) for any γ ∈ (0, γ0], which is a subset of A′
>(j,d′j)

. To

produce an offspring in levels A≥(j,1), it suffices to first select a parent from A≥(j,1),

and secondly create an offspring in levels A≥(j,1). The probability of selecting such a

parent is at least γα0. By Lemma 6.5.3, the probability of producing an offspring in

levels A≥(j,1) is at least (1 + δ)/α0.

• Case 3: j = ⌈m⌉ and ℓ ∈ [d′j− 2]. Similarly to Case 1, it is “safe” to increase the muta-

tion rate, since χ/n < η′. For a lower bound, we therefore pessimistically only account

for offspring where the mutation parameter is increased to min(Aχ, εnA⌊logA(
1
2ε

)⌋). The

probability of producing an offspring in levels A′
≥(⌈m⌉,ℓ+1) is at least 1 + δ/α0.

• Case 4: j = ⌈m⌉ and ℓ = d′j − 1. By Lemma 6.5.3, the probability of producing an

offspring in levels A′
≥(⌈m⌉,d′⌈m⌉)

is at least 1+δ
α0

.
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• Case 5: j = ⌈m⌉ and ℓ = d′⌈m⌉. We use a stronger assumption that there are at least

γλ individuals in A≥(0,1) for any γ ∈ (0, γ0], which is a subset of A′
>(⌈m⌉,d′⌈m⌉)

. The

probability of producing an offspring in levels A≥(0,1) is at least (1 + δ)/α0.

To produce an offspring in levels A′
>(j,ℓ), it suffices to firstly select a parent (x, χ/n) from

A′
>(j,ℓ), and then create an offspring (x′, χ′/n) in levels A′

>(j,ℓ). The probability of selecting

such a parent is at least γα0. Thus, the probability that the offspring (x′, χ′/n) in levels

A′
>(j,ℓ), is at least γα0

1+δ
α0

= γ(1 + δ), which (G2) is satisfied.

For condition (G1) of Theorem 2.2.1, we assume that there are γ0λ individuals in Pt in

A′
≥(j,ℓ) where j ∈ [0..⌈m⌉] and ℓ ∈ [d′j]. To verify condition (G1), we assume that the parent

(x, χ/n) is in A′
(j,ℓ), and we distinguish four cases:

• Case 1: j ∈ [0..⌈m⌉ − 1] and ℓ ∈ [d′j − 1]. The probability of the offspring in levels

A′
≥(j,ℓ+1) is at least pinc(1− χ/n)⌈m⌉−1 = Ω(1).

• Case 2: j ∈ [0..⌈m⌉ − 1] and ℓ = d′j. The probability of the offspring in region A, i.e.,

A≥(j,1), is at least pinc(1− χ/n)⌈m⌉−1 = Ω(1).

• Case 3: j = ⌈m⌉ and ℓ ∈ [d′j − 1]. The probability of the offspring in levels A′
≥(⌈m⌉,ℓ+1)

is at least pinc(1− χ/n)⌈m⌉−1 = Ω(1).

• Case 4: j = ⌈m⌉ and ℓ = d′⌈m⌉. The probability of the offspring in levels A≥(0,d0) is at

least pinc2(1− (1− 1/2)⌈m⌉−1) = Ω(1/n), where the mutation parameter is changed to

min(χ, εnA⌊logA(
1
2ε

)⌋) and at least one 0-bit of first k bit-position is flipped.

Thus, a lower bound of the probability of producing an offspring in higher levels, i.e., A′
>(j,ℓ),

is γ0α0Ω (1/n) = Ω (1/n log(n)) =: z′(⌈m⌉, d′⌈m⌉) and γ0α0Ω (1) = Ω (1/log(n)) =: z′ (j, ℓ)

except the case of j = ⌈m⌉ and ℓ = d′⌈m⌉.
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Region A: To verify condition (G2), we distinguish two cases for all j ∈ [0..n − 1] and

ℓ ∈ [dj]:

• Case 1: ℓ ∈ [dj − 1]. Firstly, we need to estimate the probability of producing an

offspring in levels A≥(j,ℓ+1), assuming that there are at least γλ individuals in levels

A≥(j,ℓ+1), for any γ ∈ (0, γ0]. To produce an offspring in levels A≥(j,ℓ+1), it suffices to

first select a parent (x, χ/n) from A≥(j,ℓ+1), and secondly create an offspring (x′, χ′/n)

in levels A≥(j,ℓ+1). The probability of selecting such a parent is at least γα0. Assuming

that the parent is in level A(u,v) ⊆ A≥(j,ℓ+1), and applying Lemma 6.5.3 to level A(u,v),

the probability that the offspring (x′, χ′/n) is in levels A(u,v) ⊆ A≥(j,ℓ+1) is (1 + δ)/α0

for some δ ∈ (0, 1). Thus the probability of selecting a parent in levels A≥(j,ℓ+1), then

producing an offspring in levels A≥(j,ℓ+1), is at least γα0 (1 + δ) /α0 = γ(1 + δ), so

condition (G2) is satisfied.

• Case 2: ℓ = dj. We assume that there are at least γλ individuals in levels A≥(j+1,1),

for γ ∈ (0, γ0]. We again apply Lemma 6.5.3 to show the probability of selecting an

individual from A≥(j+1,1) and producing a new individual also in A≥(j+1,1) is at least

γ(1 + δ), showing condition (G2) is satisfied.

To verify condition (G1), we assume that there are γ0λ individuals in Pt in A≥(j,ℓ) where

j ∈ [0..n− 1] and ℓ ∈ [dj]. If the parent (x, χ/n) is in A≥(j,ℓ), then

• Case 1: ℓ ∈ [d′j − 1]. The probability of the offspring in levels A≥(j,ℓ+1) is at least

(1 + δ)/α0 = Ω(1).

• Case 2: ℓ = d′j. By Lemma 6.5.4, the probability of the offspring in A≥(j+1,1) is at least

Ω (1/j).

Thus, a lower bound of the probability of producing an offspring in higher levels, i.e., A(j,dj)
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is γ0α0Ω (1) = Ω (1/log(n)) =: z (j, dj) for j ∈ [0..⌈m⌉], and γ0α0Ω (1/j) = Ω (1/j log(n)) =:

z (j, ℓ) for j ∈ [0..⌈m⌉] and ℓ ∈ [dj − 1].

To verify that λ ≥ c log2(n) is large enough to satisfy condition (G3), we first must

calculate the number of total sub-levels m′. The depth of each level j is no more than

d′j < ⌈logA
(
n
2ε

)
⌉ = O (log(n)) for all j ∈ [0..⌈m⌉] and dj < ⌈logA

(
n
2ε

)
⌉ = O (log(n)) for all

j ∈ [0..n− 1]. Therefore, by γ0 = Ω(1/log(n)), m′ = O (n log(n)) and zmin = Ω(1/n log(n)),

we know that λ ≥ c log2(n) satisfies condition (G3) for a large enough c > 1.

Overall, assuming no failure, the expected time to reach the last level can be calculated

by considering regions A′ and A separately, which is no more than

t0(n) ≤
8

δ2

( ⌈m⌉−1∑
j=0

d′j∑
ℓ=1

(
λ log

(
6δλ

4 + z′(j,ℓ)δλ

)
+

1

z′(j,ℓ)

)

+

d′j−1∑
ℓ=1

(
λ log

(
6δλ

4 + z′(⌈m⌉,ℓ)δλ

)
+

1

z′(⌈m⌉,ℓ)

)

+ λ log

(
6δλ

4 + z′(⌈m⌉,d′j)
δλ

)
+

1

z′(⌈m⌉,d′j)

+
n−1∑
j=0

dj−1∑
ℓ=1

O

(
λ log

(
1

z(j,ℓ)

)
+

1

z(j,ℓ)

)

+
n−1∑
j=0

O

(
λ log(λ) +

1

z(j,dj)

))

=O(nλ log(n) log (log(n)) + n2 log(n)).

Finally, we account for “failed” generations where our assumption that there are less than

(1 − ζ/2)µ individuals in region B does not hold. We refer to a sequence of 2t0(n)/λ

generations as a phase, and call a phase good if for 2t0(n)/λ consecutive generations there

are fewer than (1 − ζ/2)µ individuals in region B. By Lemma 6.5.5 and a union bound, a

phase is good with probability 1− 2t0(n)/λe
−Ω(µ) = Ω(1), for µ = Ω(log(n)). By Markov’s

inequality, the probability of reaching a global optimum in a good phase is at least 1/2.
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Hence, the expected number of phases required, each costing 2t0(n) function evaluations, is

O(1).

6.6 Conclusion

In this chapter, we first introduced the MOSA-EA for single-objective optimisation, which

treats parameter control from the perspective of multi-objective optimisation: The algorithm

simultaneously maximises the fitness and the mutation rates. To achieve this, we proposed

the multi-objective sorting partial order mechanism, which sorts the population based on

the strict non-dominated fronts. Theoretically, we demonstrated that the MOSA-EA can

escape from sparse local optima of PeakedLOm,k for any k ∈ Ω(n), where fixed mutation

rate EAs may be trapped.
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Chapter Seven

Self-adaptation on Complex

Combinatorial Optimisation Problems

Authors: Xiaoyu Qin and Per Kristian Lehre

This chapter is based on the following publication:

Self-adaptation via Multi-objectivisation: An Empirical Study (Qin and Lehre, 2022) which

is published in Parallel Problem Solving from Nature XVII (PPSN’22).
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7.1 Introduction

In Chapter 6, a new self-adaptive EA, the multi-objective self-adaptive EA (MOSA-EA), was

proposed to optimise single-objective functions, which treats parameter control from multi-

objectivisation. The algorithm maximises the fitness and the mutation rates simultaneously,

allowing individuals in dense fitness valleys and on sparse local optima to co-exist on a

non-dominated Pareto front. The previous study showed its efficiency in escaping a local

optimum with unknown sparsity, where some fixed mutation rate EAs including non-linear

selection EAs become trapped. However, it is unclear whether the benefit of the MOSA-EA

can also be observed for more complex problems, such as NP-hard combinatorial optimisation

problems and noisy fitness functions.

This chapter continues the study of MOSA-EA through an empirical study of its perfor-

mance on selected combinatorial optimisation problems. We find that the MOSA-EA not

only has a comparable performance on unimodal functions, e.g., LeadingOnes and One-

Max, but also outperforms eleven randomised search heuristics considered on a bi-modal

function with a sparse local optimum, i.e., Funnel (Dang et al., 2021a). For NP-hard

combinatorial optimisation problems, the MOSA-EA increasingly outperforms other algo-

rithms for harder NK-Landscape and Max-k-Sat instances. In particular, the MOSA-EA

outperforms a problem-specific MaxSat solver on some hard Max-k-Sat instances.

7.2 Parameter Settings in MOSA-EA

One of the aims of self-adaptation is to reduce the number of parameters that must be set by

the user. MOSA-EA has three parameters ε, pinc and A, in addition to the population sizes

λ and µ (As mentioned in Chapter 6, the MOSA-EA applies Algorithm 17 in all experiments
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conducted in this chapter). We will first investigate how sensitive the algorithm is to these

parameters. Adding three new parameters to adapt one parameter seems contradictory to

the aim of self-adaptation. However, we will show later that these parameters need not to

be tuned carefully. We use the same parameter setting of the MOSA-EA for all experiments

in this chapter to show that the MOSA-EA does not require problem-specific tuning of the

parameters.

The parameter ε is the lower bound of the mutation rate in the MOSA-EA. In fixed

mutation rate EAs, we usually set a constant mutation parameter χ. To cover the range

of all possible mutation rates χ/n, we recommend to set the lowest mutation rate ε =

c/(n ln(n)), where c is some small constant. In this chapter, we set ε = 1/(2n ln(n)). As

mentioned before, A > 0 and pinc ∈ (0, 1) are two self-adapting mutation rate parameters in

Algorithm 17. We use simple functions as a starting point to empirically analyse the effect

of setting the parameters of A and pinc. We run the MOSA-EA with different parameters A

and pinc on OneMax, LeadingOnes and Funnel (Definition A.1.2) with problem instance

size n = 100 which represent single-modal and multi-modal functions. For each pair of A

and pinc, we execute the algorithm 100 times, with population sizes λ = 104 ln(n) and

µ = λ/8. Figures 7.1 (a), (b) and (c) show the medians of the runtimes of the MOSA-EA

for different parameters A and pinc on OneMax, LeadingOnes and Funnel, respectively.

The maximal number of fitness evaluations is 109.

From Figures 7.1, the algorithm finds the optimum within 107 function evaluations for an

extensive range of parameter settings. The algorithm is slow when A and pinc are too large.

Therefore, we recommend to set pinc ∈ (0.3, 0.5) and A ∈ (1.01, 1.5). For the remainder of

the chapter, we will choose pinc = 0.4 and A = 1.01. We also recommend to use a sufficiently

large population size λ = c ln(n) for some large constant c. We will state λ and µ later.
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Figure 7.1: Median runtimes of MOSA-EA for given A and pinc on (a) OneMax, (b)

LeadingOnes and (c) Funnel over 100 independent runs (n = 100).

7.3 Experimental Settings and Methodology

We compare the performance of the MOSA-EA with eleven other heuristic algorithms on

three classical pseudo-Boolean functions and two more complex combinatorial optimisation

problems. We also empirically study the MOSA-EA in noisy environments. In this section,

we will first introduce the other algorithms and their parameter settings. We will then

describe the definitions of benchmarking functions and problems. We will also indicate the

statistical approach applied in the experiments.

7.3.1 Parameter Settings in Other Algorithms

We consider eleven other heuristic algorithms, including three single-individual elitist al-

gorithms, random search (RS), random local search (RLS) and (1+1) EA, two population-

based elitist algorithms, (1 + (λ, λ)) GA (B. Doerr et al., 2015) and FastGA(B. Doerr et

al., 2017), two estimation of distribution algorithms (EDAs), cGA(Harik et al., 1999) and

UMDA(Mühlenbein and Paaß, 1996), two non-elitist EAs, 3-tournament EA and (µ, λ) EA,

and two self-adjusting EAs, (µ, λ) self-adaptive EA (Case and Lehre, 2020) and self-adjusting
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population size (1, {F 1/sλ, λ/F}) EA (we call it SA-(1, λ) EA in short)(Hevia Fajardo and

Sudholt, 2021a), and a problem-specific algorithm, Open-WBO(Martins et al., 2014). These

heuristic algorithms are proved to be efficient in many scenarios, e.g., in multi-modal and

noisy optimisation (Antipov et al., 2022; Buzdalov and Doerr, 2017; Case and Lehre, 2020;

Dang et al., 2021a,b; B. Doerr et al., 2017; Droste, 2004; Friedrich et al., 2016; Hevia Fajardo

and Sudholt, 2021b; Lehre and P. T. H. Nguyen, 2021). Open-WBO is a MaxSat solver

that operates differently than randomised search heuristics. It was one of the best MaxSat

solvers in MaxSAT Evaluations 2014, 2015, 2016 and 2017 (Ansótegui et al., 2017).

It is essential to set proper parameters for each algorithm for a comparative study (Bartz-

Beielstein et al., 2020). In the experiments, we use parameter recommendations from the

existing theoretical and empirical studies, which are summarised in Table 7.1.

Note that to investigate the effect of self-adaptation via multi-objectivisation, the (µ, λ)

self-adaptive EA applied the same self-adapting mutation rate strategy and initialisation

method as the MOSA-EA, instead of the strategy used in (Case and Lehre, 2020). The

only difference between the (µ, λ) self-adaptive EA and the MOSA-EA in the experiments is

the sorting mechanism: The (µ, λ) self-adaptive EA uses the fitness-first sorting mechanism

(Case and Lehre, 2020) and the MOSA-EA uses the multi-objective sorting mechanism.

7.3.2 Theoretical Benchmarking Functions

We first consider two well-known unimodal functions, OneMax and LeadingOnes. One

would not expect to encounter these functions in real-world optimisation. However, they

serve as a good starting point to analyse the algorithms. We cannot expect good per-

formance from an algorithm which performs poorly on these simple functions. We also

consider Funnel which was proposed by Dang et al. (2021a), It is a bi-modal function
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with sparse local optima and a dense fitness valley which belongs to the problem class

SparseLocalOptα,ε (Dang et al., 2021b). The parameters u, v, w in the Funnel function

describe the sparsity of the deceptive region and the density of the fitness valley. Dang

et al. (2021a) proved that the (µ+ λ) EA and the (µ, λ) EA are inefficient on Funnel

if v − u = Ω(n) and w − v = Ω(n), while the 3-tournament EA with the mutation rate

χ/n = 1.09812/n can find the optimum in polynomial runtime. We consider Funnel with

the parameters u = 0.5n v = 0.6n and w = 0.7n which satisfy the restrictions above.

For each problem, we independently run each algorithm 30 times for each problem size

n ∈ {100, 110, . . . , 200}. For fair comparison, we set sufficiently large population sizes λ =

104 ln(n) for the MOSA-EA, the 3-tournament EA, the (µ, λ) EA, the UMDA and the (µ, λ)

self-adaptive EA.

7.3.3 Complex Combinatorial Optimisation Problems

We consider two NP-hard problems, the random NK-Landscape problem and the random

Max-k-Sat problem, which feature many local optima (Kauffman and Weinberger, 1989;

Ochoa and Chicano, 2019). We compare the performance of the MOSA-EA with other

popular randomised search heuristics in a fitness evaluation budget. We also compare MOSA-

EA with the MaxSat solver Open-WBO (Martins et al., 2014) for a fixed CPU budget.

We use the same population size λ = 20000 for the MOSA-EA, the 3-tournament EA, the

(µ, λ) EA, the UMDA and the (µ, λ) self-adaptive EA. The MOSA-EA are compared with

the other algorithms using Wilcoxon rank-sum tests (Wilcoxon, 1992).

Random NK-Landscape problems We generate 100 random NK-Landscape in-

stances with n = 100 for each k ∈ {5, 10, 15, 20, 25} by uniformly sampling values between

0 and 1 in the lookup table. We run each algorithm once on each instance and record the
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highest fitness value achieved in the fitness evaluation budget of 108.

Random Max-k-Sat problems Similarly with the NK-Landscape experiments, we

run each algorithm on these random instances and record the smallest number of unsatisfied

clauses during runs of 108 fitness function evaluations. Additionally, we run Open-WBO and

the MOSA-EA on the same machine in one hour CPU time. The MOSA-EA is implemented

in OCaml, while OpenWBO is implemented in C++, which generally leads to faster-compiled

code than OCaml.

7.4 Results and Discussion

7.4.1 Theoretical Benchmarking Functions

Figures 7.2 (a), (b) and (c) show the runtimes of the MOSA-EA and nine other heuristic al-

gorithms on OneMax, LeadingOnes and Funnel over 30 independent runs, respectively.

Based on theoretical results (He and Yao, 2004), the expected runtimes of the (1+1) EA are

O (n log(n)) and O (n2) on OneMax and LeadingOnes, respectively. We thus normalise

the y-axis of Figures 7.2 (a) and (b) by n ln(n) and n2, respectively. We also use the log-scaled

y-axis for Figures 7.2 (a) and 7.2 (b). The runtime of the 3-tournament EA with a mutation

rate χ/n = 1.09812/n and a population size c log(n) for a sufficiently large constant c on

Funnel is O (n2 log(n)) (Dang et al., 2021a). We thus normalise the y-axis of Figure 7.2 (c)

by n2 ln(n). Note that (1+1) EA, RLS, (µ, λ) EA, cGA, FastGA, (1 + (λ, λ)) GA, (µ, λ)

self-adaptive EA and SA-(1, λ) EA cannot achieve the optimum of the Funnel function

in 109 fitness evaluations. It is known that non-elitist black-box algorithm can optimise

Funnel in polynomial time with high probability (Dang et al., 2021a,b).

Although the MOSA-EA is slower than EDAs and elitist EAs on the unimodal functions
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OneMax and LeadingOnes, it has comparable performance with the other non-elitist

EAs and the (µ, λ) self-adaptive EA. Recall theoretical results on Funnel (Dang et al.,

2021a,b), elitist EAs and the (µ, λ) EA fail to find the optimum, while the 3-tournament EA

is efficient. The results in Figure 7.2 (c) are consistent with the theoretical results. In this

chapter, the (µ, λ) EA, the (µ, λ) self-adaptive EA and the MOSA-EA use the (µ, λ) selection.

Compared with the (µ, λ) EA and the (µ, λ) self-adaptive EA, self-adaptation via multi-

objectivisation can cope with sparse local optima and even achieve a better performance

than the 3-tournament EA.
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Figure 7.2: Runtimes of nine algorithms on the (a) OneMax, (b) LeadingOnes, (c)

Funnel (u = 0.5n, v = 0.6n,w = 0.7n) functions over 30 independent runs. The y-

axis in sub-figures (a) and (b) are log-scaled. (1+1) EA, RLS, (µ, λ) EA, cGA, FastGA,

(1 + (λ, λ)) GA, (µ, λ) self-adaptive EA and SA-(1, λ) EA cannot find the optimum of the

Funnel function in 109 fitness evaluations.

7.4.2 Complex Combinatorial Optimisation Problems

Random NK-Landscape Problems Figure 7.3 illustrates the experimental results of

eleven algorithms on random NK-Landscape problems. From Wilcoxon rank-sum tests,

the highest fitness values achieved by the MOSA-EA are statistically significantly higher

than all other algorithms with significance level α = 0.05 for all NK-Landscape with

k ∈ {10, 15, 20, 25}. Furthermore, the advantage of the MOSA-EA is more significant for
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the harder problem instances.
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Figure 7.3: The highest fitness values found in the end of runs in 108 fitness evaluations on

100 random NK-Landscape instances with different k (n = 100).

Figure 7.4 illustrates the highest fitness values found during the optimisation process

on one random NK-Landscape instance (k = 20, n = 100). Note that the non-elitist

algorithms, i.e., EDAs, (µ, λ) EA, 3-tournament EA, SA-(1, λ) EA and MOSA-EA, do not

always keep the best solution found. Therefore, the corresponding lines might fluctuate. In

contrast, the elitist EAs, e.g., (1+1) EA, increase the fitness value monotonically during the

whole run.

The elitist EAs converge quickly to solutions of medium quality, then stagnate. In contrast,

the 3-tournament EAs, the (µ, λ) EA and the MOSA-EA improve the solution steadily. Most

noticeably, the MOSA-EA improves the solution even after 107 fitness evaluations.

Random Max-k-Sat Problems Figure 7.5 illustrates the medians of the smallest number

of unsatisfied clauses found in the 108 fitness evaluations budget among eleven algorithms on

100 random Max-k-Sat instances (k = 5, n = 100) with different total number of clauses

m. Coja-Oghlan (2014) proved that the probability of generating a satisfiable instance drops

from nearly 1 to nearly 0, if the ratio of the number of clauses m and the problem size n

is greater than a threshold, rk−Sat = 2k ln(2) − 1
2
(1 + ln(2)) + ok(1), where ok(1) signifies

a term that tends to 0 in the limit of large k. In this case, rk−Sat is roughly 2133 if we

ignore the ok(1) term. We therefore call an instance with m ≥ 2133 hard. The MOSA-EA is
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Figure 7.4: The median of the highest fitness values found in every 2×104 fitness evaluations

over 30 independent runs on one random NK-Landscape instance (k = 20, n = 100). The

x-axis is log-scaled.

statistically significantly better than the other ten algorithms with significance level α = 0.05

on hard instances from Wilcoxon rank-sum tests.
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Figure 7.5: The medians of the smallest number of unsatisfied clauses found in 108 fitness

evaluations on 100 random Max-k-Sat instances with different total numbers of clauses m

(k = 5, n = 100).

Figure 7.6 illustrates the smallest number of unsatisfied clauses of the best solution found

during the optimisation process on one random Max-k-Sat instance (k = 5, n = 100,

m = 2500). From Figure 7.6, we come to similar conclusions with the experiments on

NK-Landscape (Figure 7.4).

Figure 7.8 illustrates the medians of the smallest number of unsatisfied clauses found in

one hour CPU-time budget of Open-WBO and the MOSA-EA on 100 random Max-k-Sat
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Figure 7.8: Minimum number of unsatisfied clauses found in one hour CPU-time on 100

random Max-k-Sat instances with different total number of clauses m (k = 5, n = 100).

instances (k = 5, n = 200) with different total number of clauses m. On instances with few

clauses (m ≤ 1900), Open-WBO returns an optimal solution within a few minutes, while

the MOSA-EA takes up to one hour to find an optimal solution. However, the performance
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Figure 7.9: The p-value of Wilcoxon rank-sum test between Open-WBO and the MOSA-EA

on 100 random Max-k-Sat instances. The y-axis is log-scaled.

of the MOSA-EA is statistically significantly better than Open-WBO on hard instances in

one hour of CPU time.

7.5 Conclusion

EAs applied to optimisation problems can benefit from non-elitism. However, it is non-

trivial to set the parameters of non-elitist EAs appropriately. Self-adaptation via multi-

objectivisation, a parameter control method, is proved to be efficient in escaping local op-

tima with unknown sparsity (in Chapter 6). This chapter continues the study of MOSA-EA

through an empirical study of its performance on several combinatorial optimisation prob-

lems. We first empirically study the MOSA-EA on theoretical benchmark problems. The

performance of the MOSA-EA is comparable with other non-elitist EAs on unimodal func-

tions, i.e., OneMax and LeadingOnes. Self-adaption via multi-objectivisation can also

help to cope with sparse local optima. For the NP-hard combinatorial optimisation prob-

lems, random NK-Landscape and Max-k-Sat, the MOSA-EA is significantly better than

the other nine heuristic algorithms. In particular, the MOSA-EA can beat a state-of-the-art

MaxSat solver on some hard random Max-k-Sat instances in a fixed CPU time. In conclu-

sion, the MOSA-EA outperforms a range of optimisation algorithms on several benchmarking

function and complex combinatorial optimisation problems.
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8.1 Summary

EAs are effective solvers for a variety of discrete black-box optimisation problems. However,

their performance heavily relies on the proper setting of algorithm parameters, such as

mutation rate, which are often problem- and instance-specific. One promising approach to

help configure parameters is self-adaptive parameter control, where both parameters and

solutions are encoded in individuals and evolved through variation operators. Although

there have been some theoretical studies demonstrating the efficiency of self-adaptive EAs

on the unknown-structure function, the potential benefits of this approach in other scenarios

remain unknown. Moreover, there exists much room for creativity in designing self-adaptive

EAs. In this thesis, we have provided significant insights into the self-adaptive parameter

control mechanism in EAs, utilising mathematical proofs and empirical analysis.

First, we explored the benefits of self-adaptive parameter control mechanisms for EAs in

noisy optimisation. Ideally, we aimed to demonstrate that self-adaptation can identify the

“right” parameter settings in noisy optimisation. However, although existing studies empha-

sise the significance of “right” parameter settings for static EAs in successful noisy optimisa-

tion, the exact relationship between parameter settings and noise was unclear. To begin, we

conducted a theoretical analysis of the runtime of static non-elitist EAs using two popular

selection mechanisms: 2-tournament and (µ, λ) selections, in various uncertain settings. For

the 2-tournament EA, we derived a general theorem via the level-based theorem, which pro-

vided an upper bound of the expected runtime in uncertain environments. This theorem is

then applied to obtain upper bounds of runtimes on OneMax and LeadingOnes in several

noise models, including one-bit, bit-wise, Gaussian, and symmetric noise models. In noisy

settings, our analysis is more comprehensive and precise compared to the previous study of

static non-elitist EAs (Dang and Lehre, 2015). We offer more precise guidance on selecting

the mutation rate and population size based on the level of uncertainty. Overall, in multi-
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ple noisy settings, we demonstrated that non-elitist EAs surpass the current state-of-the-art

results (refer to Tables 2.3-2.10). Specifically, in scenarios optimising the LeadingOnes

function in the symmetric noise model, we revealed that a low selective pressure, i.e., a low

reproductive rate, and an excessively high mutation rate relative to the noise level, lead to

inefficient optimisation, i.e., exponential runtime. This points out the importance of ap-

propriately setting the mutation rate in accordance with the noise level for efficient noisy

optimisation and motivates self-adapting the mutation rate in EAs. As another application

of the general theorem is that non-elitist EAs optimise the DBV problem within polynomial

expected time.

Building on the results of static non-elitist EAs under noise, we conducted, for the first

time, a rigorous theoretical analysis of self-adaptive EAs in noisy environments. A detailed

runtime analysis of the LeadingOnes function indicates that the 2-tournament EA with

self-adaptation from high/low mutation rates guarantees the lowest runtime among fixed

high/low mutation rates and a mutation rate uniformly chosen from high/low rates, re-

gardless of the presence of symmetric noise. These results are summarised in Table 4.1.

Additionally, we expanded our study to include other types of noise, such as one-bit and bit-

wise noise, and examine additional self-adaptive EAs. Both theoretical and empirical results

demonstrate that self-adaptive EAs can effectively adjust to noise levels and outperform

static EAs in considered noisy settings. Recalling Research Question 1 about the efficiency

of self-adaptation in noisy optimisation, our response is that self-adaptive parameter control

mechanisms can help configure the parameter setting in EAs according to the noise level.

Subsequently, encouraged by the positive results for noisy optimisation, we asked whether

self-adaptation could also be helpful in another form of uncertain optimisation, namely dy-

namic optimisation (Research Question 2). Our focus is on a problem of tracking dynamic

optima with changing structure, specifically the DSM problem, that require adjustable mu-

tation rates. We showed that the EAs with any fixed mutation rate fails to track with

245



Chapter 8. Conclusion

overwhelmingly high probability. In contrast, our theoretical analysis indicates that the

(µ, λ) self-adaptive EA can successfully track every optimum in the DSM problem and find

the final optimum with an overwhelmingly high probability. In this analysis, to assess the

efficacy of the self-adaptive EA in tracking dynamic optima, it is crucial to establish a lower

bound for the probability of achieving the current optimum within the specified evaluation

budget. Thus, another significant contribution of this work is the level-based theorem with

tail bounds (Theorem 5.3.1). In contrast, previous level-based theorems only provide the

upper bound of expected runtime. Based on this analysis, we responded to Research Ques-

tion 2 by concluding that self-adaptive parameter control mechanisms can adjust parameter

settings in dynamic optimisation.

Now, we have demonstrated the benefits of existing self-adaptive EAs in uncertain envi-

ronments. To enhance the performance of self-adaptive EAs on multi-modal landscapes, we

proposed a novel self-adaptive EA, named MOSA-EA, that is designed for single-objective

optimisation. It addresses parameter control from a multi-objective optimisation perspec-

tive, with the goal of simultaneously maximising fitness and mutation rates. A new bi-

modal function, termed PeakedLOm,k, is presented to illustrate the potential benefits of

the MOSA-EA. This function is characterised by its adjustable sparsity of local optima. Such

sparse local optima can trap elitist EAs. For static non-elitist EAs, it is curial to carefully

set the mutation rate according to the sparsity. The runtime analyses show that the MOSA-

EA efficiently escapes local optima with unknown sparsity, while elitist EAs, the (µ, λ) EA,

and the 2-tournament EA can fail. Table 6.1 demonstrates the theoretical results obtained

in this study. An empirical study focusing on complex combinatorial optimisation prob-

lems further demonstrates that the MOSA-EA increasingly outperforms other algorithms on

more challenging random NK-Landscape and random Max-k-Sat instances. Precisely,

the MOSA-EA can find better solutions (higher fitness) for the given evaluation budget. No-

tably, the MOSA-EA surpasses a problem-specific MaxSat solver, Open-WBO, on several
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random Max-k-Sat instances in term of the quality of found solution in the given CPU-time

budget. Hence, we responded affirmatively to Research Questions 3 and 4 (self-adaptive EAs

in escaping local optima and solving complex combinatorial optimisation problems). Accord-

ing to our research, self-adaptation can efficiently escape a particular type of local optima

and contribute significantly on the complex combinatorial optimisation problems.

To summarise, this thesis has provided a comprehensive exploration of self-adaptive pa-

rameter control in EAs, shedding light on its advantages and potential applications. Through

a combination of comprehensive theoretical proofs, supplemented by empirical analysis, we

have demonstrated that self-adaptation of mutation rate can significantly enhance the per-

formance of EAs, notably in noisy and dynamic environments, and also can aid in effectively

escaping local optima.

8.2 Future Work

To understand the potential of self-adaptation in EAs, further investigation and clarifica-

tion are necessary. Potential future research could encompass both theoretical and empirical

analysis on self-adaptive EAs to a more diverse range of benchmarking functions and sce-

narios.

In the present study, Chapter 3 reports one negative result in noisy optimisation, which

identifies a mutation rate that fails optimisation under noise, exclusively for static non-

elitist EAs in optimising LeadingOnes under a symmetric noise model. For a more com-

prehensive understanding, additional investigations into the optimisation of OneMax and

LeadingOnes under varied noise models, such as one-bit and bit-wise noise models, are rec-

ommended. Such exploration could yield fresh insights into the performance of self-adaptive

EAs under other more realistic noise models.
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Referring to Chapter 4, our theoretical analysis primarily focused on an EA with two

self-adapting mutation rates for noisy optimisation. To gain a more rounded understanding,

we suggest future research to delve into the performance of other self-adaptive EAs. One

algorithm worth considering is the (µ, λ) self-adaptive EA, as proposed by Case and Lehre

(2020) and examined in dynamic optimisation (see Chapter 5). Given the multitude of

mutation rates involved in this algorithm, we think that it exhibits greater robustness to

noise, though posing increased analytical difficulty.

Lastly, extending the use of self-adaptive parameter control mechanisms to other parame-

ters, such as crossover rates, population sizes, and selection parameters, presents a significant

research opportunity. As noted in Section 2.3.2, numerous empirical studies have demon-

strated the advantages of self-adaptation of parameters beyond just the mutation rate for

EAs. However, the understanding, especially from a theoretical perspective, is still lacking.

In conclusion, while substantial progress has been made, there remains a plethora of un-

tapped research opportunities within the field of self-adaptation in EA. Future work can seek

to address these unexplored areas to facilitate an even more comprehensive understanding

of this fascinating area.
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Appendix One

Supplemental Materials

A.1 Definitions

Definition A.1.1 (Asymptotic notations (Cormen et al., 2001)). For any two functions

f, g : N0 → R, we define:

• f(n) = O(g(n)) if and only if there exist constants c > 0 and n0 such that 0 ≤ f(n) ≤

cg(n) for all n ≥ n0.

• f(n) = Ω(g(n)) if and only if g(n) = O(f(n)).

• f(n) = Θ(g(n)) if and only if f(n) = O(g(n)) and f(n) = Ω(g(n)).

• f(n) = o(g(n)) if and only if limn→∞
f(n)
g(n)

= 0.

• f(n) = ω(g(n)) if and only if g(n) = o(f(n)).

Definition A.1.2 (Funnel function (Dang et al., 2021a)). Given a bistring x ∈ {0, 1}n for
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all n ∈ N, 0 ≤ u ≤ v ≤ w ≤ n and u, v, w ∈ N0 then

Funnel(x) :=



LO(x) if w < LO(x) ≤ n (D)

LO(x) + u− v if v < LO(x) ≤ w (C)

LO(x) + w − v if u < LO(x) ≤ v and LO(x) = OM(x) (B)

−n if u < LO(x) ≤ v and LO(x) < OM(x) (B′)

LO(x) if OM(x) ≤ u (A)

−OM(x) otherwise (A′)

(A.1)

where the OneMax function OM(x) and the LeadingOnes function LO(x) are defined in

Definitions 2.2.7 and 2.2.6, respectively.

A.2 Useful Inequalities and Lemmas

Lemma A.2.1. For any θ ∈ (0, 1/2] and any constant ζ ∈ (0, 1), θζ < ln(1 + 2θζ).

Proof. By 2x
2+x
≤ ln(1 + x) from Eq. (3) in (Topsoe, 2007), we obtain

ln(1 + 2θζ) ≥ 4θζ

2 + 2θζ
=

2θζ

1 + θζ
>

2θζ

2
= θζ.

Lemma A.2.2. For all b ∈ (0, 1) and x > 0, 1− b 1
x ≤ − ln(b)

x
.

Proof. Let f(x) := 1 − b
1
x + ln(b)

x
. For all b ∈ (0, 1) and x > 0, we know that f(x) is a

monotone increasing function by its derivative f ′(x) =
(
b

1
x − 1

)
ln(b)
x2

> 0. Thus, f(x) ≤

lim
x→∞

f(x) = lim
x→∞

(
1− b 1

x + ln(b)
x

)
= 0.

Lemma A.2.3. For all −1 < x < 0, 1 + 1
x
< 1

ln(1+x)
.
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Proof. This follows directly from the well-known inequality x
x+1

< ln(1+ x), which holds for

all −1 < x < 0.

Lemma A.2.4. ln(1 + x) <
√
x for 0 ≤ x <∞.

Proof. By Eq. (14) in (Topsoe, 2007),

ln(1 + x) ≤ x√
1 + x

<
x√
x
=
√
x.

Lemma A.2.5 ((Niculescu and Vernescu, 2004)).
(
1 + x

n

)n ≥ ex
(
1− x2

n

)
for n ∈ N,|x| ≤ n.

Lemma A.2.6.
(
(1− x)1/x−1

)y
≥ e−y for 0 < x < 1 and y > 0.

Proof. By Lemma A.2.5,

(1− x)1/x ≥ e−1 (1− x) (A.2)

=⇒ (1− x)1/x−1 ≥ e−1 (A.3)

=⇒
(
(1− x)1/x−1

)y
≥ e−y (A.4)

Lemma A.2.7 ((Case and Lehre, 2020)). For all c ∈ (0, 1) and j ≥ 1, 1− c1/j ≥ (1− c)/j.

Lemma A.2.8.
(
1− χ

n

)i ≥ e−χ (1− o(1)) for 0 < χ = O(1), n ∈ N and 0 ≤ i ≤ n.

Proof. (
1− χ

n

)i
≥
(
1− χ

n

)n
by Lemma A.2.5,

≥ e−χ
(
1− χ2

n

)
= e−χ (1− o(1))
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Lemma A.2.9 ((Dang and Lehre, 2015)). Let F (x) be the cumulative density function of

the normal distribution N (0, σ2) for σ > 0 and x > 0. we have

F (x) > 1− 1√
xπ
σ
√
2
+ 4

Lemma A.2.10 ((Dang and Lehre, 2016a)). Let X and Y be identically distributed inde-

pendent random variables with integer support, finite expected value µ and finite non-zero

variance σ2, it holds that

Pr(X = Y ) ≥ (1− 1/d2)
2

2dσ + 1
for any d ≥ 1

Lemma A.2.11. If q ∈ [0, 1/2) and ψ ∈ [ψ0, 1] where ψ0 ∈ (0, 1), then

1. g(ψ) := ψ (2 (1− q)− (1− 2q)ψ) is monotone increasing.

2. 90(9− 6q + 12q2 − 8q3) < 810.

3. 1
10

+ 491q
270
− 728q2

135
+ 1108q3

405
− 8q4

135
+ 8q5

405
≥ − q

5
+ 1

10
.

4. 3− 5q > 1
2
.

Proof.

1. To prove that g(ψ) is a monotone increasing function, we need to show that g′(ψ) > 0

for all ψ ∈ [ψ0, 1]. The derivative of g(ψ) is g′(ψ) = 2 (1− q) − 2 (1− 2q)ψ. Since

q ∈ [0, 1/2) and ψ0 ∈ (0, 1), we have 2 (1− q)− 2 (1− 2q)ψ0 > 2((1− q)− (1− 2q)) =

2q ≥ 0. Therefore, g′(ψ) > 0 for all ψ ∈ [ψ0, 1], which means g(ψ) is monotone

increasing.

2. We know 90(9−6q+12q2−8q3) = 810−90(6q−12q2+8q3) = 810−90(1−(1−2q)3). Since

q ∈ [0, 1/2), we know that 0 ≤ 1−(1−2q)3 < 1 Therefore, 810−90(1−(1−2q)3) < 810,

which means 90(9− 6q + 12q2 − 8q3) < 810.

3. The inequality is proved by a non-negative function 109q
54
− 728q2

135
+ 1108q3

405
− 8q4

135
+ 8q5

405
≥ 0

for all q ∈ [0, 1/2).
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4. Since 3− 5q > 1/2 for all q ∈ [0, 1/2), we know that 3− 5q > 1
2
.

Lemma A.2.12 is an adaptation of Lemma 4 in (Case and Lehre, 2020), but with some

irrelevant items removed from the original. It applies to the values of θ2, η, and θ1 as defined

in Eq.(5.9)-(5.11).

Lemma A.2.12. Let A > 1, b < 1, and pinc ∈ (0, 1) be constants satisfying the constraints

in Lemma 5.4.1. Then there exists a constant δ ∈ (0, 1/10) such that for all j ∈ [n] and

χ/n ∈ [ϵ, 1/2],

(1) θ2(j) = Ω(1/j),

(2) θ1(j) = O(1/j),

(3) Aη(j) ≤ θ2(j),

(4) bη(j) ≥ θ1(j),

(5) bθ2(j) < θ2(j + 1),

(6) Aθ1(j) ≤ θ2(j + 1),

(7) if χ
n
≤ η(j), then (1− Aχ/n)j ≥ 1+δ

α0pinc
,

(8) if χ
n
≤ θ2(j), then (1− bχ/n)j ≥ 1+δ

α0(1−pinc) .

A.3 Useful Theorem

Theorem A.3.1 (Theorem 2 in (Dang and Lehre, 2016b)). For any x∗ ∈ {0, 1}n, define

T := min{t | x∗ ∈ Pt}, where Pt is the population of the 2-tournament EA at time t ∈ N. Let

It(j) denote the j-th sampled index in generation t. Let Rt(i) :=
∑λ

j=1[It(j) = i] for i ∈ [λ].

Assume that mutation rate χ/n is sampled from the set M = {χ1/n, χ2/2, . . . , χm/n} with

probabilities P = {p1, p2, . . . , pm} one-to-one, every time an individual is mutated. If there

exist constant α0, c, c
′′, δ > 0 such that with probability 1− e−Ω(n),
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1. the initial population satisfies H(P0, x
∗) ≥ c′n;

2. for t ≤ ecn, i ∈ [λ], if H(P0, x
∗) ≤ c′n, then E [Rt(i) | Pt] ≤ α0,

3.
∑m

j=1 pje
−χj ≤ (1− δ)/α0, and max{M} ≤ χmax/n for a constant χmax,

then Pr
(
T ≤ ec

′′n
)
= e−Ω(n) for a constant c′′ > 0.

A.4 Statistical Results of Experiments

Tables A.1-A.20 show statistical results of experiments (Figures 4.3-4.11).
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Table A.1: Statistical results of experiments LeadingOnes without noise. The p-values of

each algorithm come from Wilcoxon rank-sum tests between the algorithm and 2-tournament

EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 307948 684124 326388 283054

p-value (to SA-2mr) 0.0008 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

110

Median 361344 866661 372636 336878

p-value (to SA-2mr) 0.0155 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

120

Median 420562 1084456 419604 388948

p-value (to SA-2mr) 0.9649 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

130

Median 480182 1263278 483104 448040

p-value (to SA-2mr) 0.9182 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 530104 1539873 539994 508346

p-value (to SA-2mr) 0.3375 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

150

Median 593776 1882631 613836 548641

p-value (to SA-2mr) 0.2122 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

160

Median 665480 2089912 658368 620776

p-value (to SA-2mr) 0.9183 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

170

Median 736048 2638876 749412 670256

p-value (to SA-2mr) 0.3418 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 800030 2942448 814576 739768

p-value (to SA-2mr) 0.4172 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

190

Median 869400 3369450 886200 807450

p-value (to SA-2mr) 0.5252 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

200

Median 947640 3873240 945520 877680

p-value (to SA-2mr) 0.7947 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

257



Supplemental Materials

Table A.2: Statistical results of experiments LeadingOnes under symmetric noise with

noise level q = 0.1. The p-values of each algorithm come from Wilcoxon rank-sum tests

between the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 361424 798452 380786 354970

p-value (to SA-2mr) 0.0093 0.0000 - 0.0000

p-value (to SA) 0.0647 0.0000 0.0000 -

110

Median 441329 990873 436624 419686

p-value (to SA-2mr) 0.9591 0.0000 - 0.0005

p-value (to SA) 0.0007 0.0000 0.0005 -

120

Median 499118 1208038 520194 477084

p-value (to SA-2mr) 0.0302 0.0000 - 0.0000

p-value (to SA) 0.0048 0.0000 0.0000 -

130

Median 561024 1513596 583426 538622

p-value (to SA-2mr) 0.0032 0.0000 - 0.0000

p-value (to SA) 0.0105 0.0000 0.0000 -

140

Median 625048 1766354 662630 607246

p-value (to SA-2mr) 0.0031 0.0000 - 0.0000

p-value (to SA) 0.0301 0.0000 0.0000 -

150

Median 729181 2107303 740214 682040

p-value (to SA-2mr) 0.1103 0.0000 - 0.0000

p-value (to SA) 0.0001 0.0000 0.0000 -

160

Median 814832 2438400 817880 732536

p-value (to SA-2mr) 0.4854 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

170

Median 886136 2884568 908752 838848

p-value (to SA-2mr) 0.0203 0.0000 - 0.0000

p-value (to SA) 0.0001 0.0000 0.0000 -

180

Median 970426 3425583 974582 912242

p-value (to SA-2mr) 0.9903 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

190

Median 1040550 3891300 1051050 995400

p-value (to SA-2mr) 0.1202 0.0000 - 0.0000

p-value (to SA) 0.0003 0.0000 0.0000 -

200

Median 1153280 4403240 1167060 1066360

p-value (to SA-2mr) 0.4480 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.3: Statistical results of experiments LeadingOnes under symmetric noise with

noise level q = 0.2. The p-values of each algorithm come from Wilcoxon rank-sum tests

between the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 2009960 950582 493270 463766

p-value (to SA-2mr) 0.0000 0.0000 - 0.0002

p-value (to SA) 0.0000 0.0000 0.0002 -

110

Median 3126943 1239297 569305 545780

p-value (to SA-2mr) 0.0000 0.0000 - 0.0601

p-value (to SA) 0.0000 0.0000 0.0601 -

120

Median 4400094 1487774 660062 638986

p-value (to SA-2mr) 0.0000 0.0000 - 0.0376

p-value (to SA) 0.0000 0.0000 0.0376 -

130

Median 5707640 1821380 775304 729526

p-value (to SA-2mr) 0.0000 0.0000 - 0.0044

p-value (to SA) 0.0000 0.0000 0.0044 -

140

Median 12454477 2234151 870320 806035

p-value (to SA-2mr) 0.0000 0.0000 - 0.0001

p-value (to SA) 0.0000 0.0000 0.0001 -

150

Median - 2574701 956862 894676

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

160

Median - 2958592 1067816 1009904

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

170

Median - 3472584 1148276 1108184

p-value (to SA-2mr) - 0.0000 - 0.0048

p-value (to SA) - 0.0000 0.0048 -

180

Median - 4041710 1272775 1228098

p-value (to SA-2mr) - 0.0000 - 0.0031

p-value (to SA) - 0.0000 0.0031 -

190

Median - 4719750 1407000 1326150

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

200

Median - 5454760 1516860 1444780

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -
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Table A.4: Statistical results of experiments LeadingOnes under symmetric noise with

noise level q = 0.3. The p-values of each algorithm come from Wilcoxon rank-sum tests

between the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median - 1349808 774480 709940

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

110

Median - 1650514 923121 845018

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

120

Median - 2042456 1065296 966622

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

130

Median - 2471038 1203864 1112308

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

140

Median - 2857221 1409325 1256030

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

150

Median - 3503479 1560668 1396176

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

160

Median - 4056888 1798320 1559560

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

170

Median - 4792536 1954228 1723956

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

180

Median - 5582547 2145535 1867083

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

190

Median - 6087900 2387700 2071650

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

200

Median - 7126380 2540820 2256740

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -
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Table A.5: Statistical results of experiments OneMax without noise. The p-values of each

algorithm come from Wilcoxon rank-sum tests between the algorithm and 2-tournament EAs

with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 110640 200996 112484 104186

p-value (to SA-2mr) 0.0410 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 172086 356040 177031 160218

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 238970 536124 241048 218190

p-value (to SA-2mr) 0.0088 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 308594 740194 308594 276224

p-value (to SA-2mr) 0.2689 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 385098 976101 387324 339465

p-value (to SA-2mr) 0.0148 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 454118 1239126 460964 401632

p-value (to SA-2mr) 0.0011 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 530530 1527460 534028 468732

p-value (to SA-2mr) 0.1340 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 608768 1834627 614713 532672

p-value (to SA-2mr) 0.0011 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 686712 2154438 695175 599664

p-value (to SA-2mr) 0.0013 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 768102 2517804 773010 669942

p-value (to SA-2mr) 0.1209 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 847726 2930994 857670 734613

p-value (to SA-2mr) 0.0006 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.6: Statistical results of experiments OneMax under symmetric noise with noise

level q = 0.2. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 129080 234188 132768 125392

p-value (to SA-2mr) 0.0094 0.0000 - 0.0000

p-value (to SA) 0.0001 0.0000 0.0000 -

140

Median 203734 413402 207690 191866

p-value (to SA-2mr) 0.0006 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 280530 625478 284686 265984

p-value (to SA-2mr) 0.0759 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 364702 864279 369018 338806

p-value (to SA-2mr) 0.0053 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 450765 1149729 454104 416262

p-value (to SA-2mr) 0.0376 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 538552 1451352 546539 490630

p-value (to SA-2mr) 0.0021 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 627308 1768822 631972 571340

p-value (to SA-2mr) 0.0350 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 718156 2109286 726479 653950

p-value (to SA-2mr) 0.0089 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 812448 2508675 819702 735072

p-value (to SA-2mr) 0.0404 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 910434 2914125 916569 817182

p-value (to SA-2mr) 0.0470 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 1003101 3393390 1016774 904904

p-value (to SA-2mr) 0.0047 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.7: Statistical results of experiments OneMax under symmetric noise with noise

level q = 0.3. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 165960 286742 167804 164116

p-value (to SA-2mr) 0.2665 0.0000 - 0.0027

p-value (to SA) 0.0325 0.0000 0.0027 -

140

Median 259118 507357 262085 252195

p-value (to SA-2mr) 0.1670 0.0000 - 0.0000

p-value (to SA) 0.0032 0.0000 0.0000 -

180

Median 361572 760548 359494 344948

p-value (to SA-2mr) 0.6812 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 463970 1066052 474760 441311

p-value (to SA-2mr) 0.0007 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 572082 1395702 579873 542031

p-value (to SA-2mr) 0.0465 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 685741 1754858 689164 641242

p-value (to SA-2mr) 0.0475 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 804540 2144274 808038 753236

p-value (to SA-2mr) 0.5338 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 916719 2601532 929798 860836

p-value (to SA-2mr) 0.0049 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 1034904 3051516 1046994 963573

p-value (to SA-2mr) 0.0625 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 1160742 3542349 1170558 1072398

p-value (to SA-2mr) 0.0298 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 1272832 4074554 1287748 1193280

p-value (to SA-2mr) 0.0049 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.8: Statistical results of experiments OneMax under symmetric noise with noise

level q = 0.4. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 8159700 663840 687812 484972

p-value (to SA-2mr) 0.0000 0.0531 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median - 1150207 1146251 749662

p-value (to SA-2mr) - 0.4214 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

180

Median - 1738247 1757988 1056663

p-value (to SA-2mr) - 0.7013 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

220

Median - 2423434 2392143 1351987

p-value (to SA-2mr) - 0.9105 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

260

Median - 3178728 3084123 1637223

p-value (to SA-2mr) - 0.2991 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

300

Median - 3974103 3772146 1964802

p-value (to SA-2mr) - 0.0047 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

340

Median - 4934512 4805086 2286526

p-value (to SA-2mr) - 0.2595 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

380

Median - 5933110 5839179 2645525

p-value (to SA-2mr) - 0.2878 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

420

Median - 6925152 7006155 2951169

p-value (to SA-2mr) - 0.4613 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

460

Median - 8200041 8006175 3246642

p-value (to SA-2mr) - 0.4756 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

500

Median - 9242948 9702858 3670579

p-value (to SA-2mr) - 0.0186 - 0.0000

p-value (to SA) - 0.0000 0.0000 -
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Table A.9: Statistical results of experiments LeadingOnes under one-bit noise with noise

level q = 0.4. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 467454 1003136 484972 466532

p-value (to SA-2mr) 0.3332 0.0000 - 0.0847

p-value (to SA) 0.4443 0.0000 0.0847 -

110

Median 554249 1214831 568364 554249

p-value (to SA-2mr) 0.3784 0.0000 - 0.1210

p-value (to SA) 0.5951 0.0000 0.1210 -

120

Median 643776 1484900 647608 629406

p-value (to SA-2mr) 0.3326 0.0000 - 0.0173

p-value (to SA) 0.1611 0.0000 0.0173 -

130

Median 722708 1826250 749980 717838

p-value (to SA-2mr) 0.0060 0.0000 - 0.0010

p-value (to SA) 0.4006 0.0000 0.0010 -

140

Median 810980 2164921 851529 804057

p-value (to SA-2mr) 0.0058 0.0000 - 0.0002

p-value (to SA) 0.4915 0.0000 0.0002 -

150

Median 942820 2641902 950844 892670

p-value (to SA-2mr) 0.9455 0.0000 - 0.0018

p-value (to SA) 0.0007 0.0000 0.0018 -

160

Median 1041400 3039872 1041400 1000760

p-value (to SA-2mr) 0.6147 0.0000 - 0.0058

p-value (to SA) 0.0016 0.0000 0.0058 -

170

Median 1128744 3562020 1142108 1095848

p-value (to SA-2mr) 0.1991 0.0000 - 0.0034

p-value (to SA) 0.1090 0.0000 0.0034 -

180

Median 1249917 4144571 1267580 1222903

p-value (to SA-2mr) 0.8013 0.0000 - 0.0418

p-value (to SA) 0.0584 0.0000 0.0418 -

190

Median 1379700 4717650 1397550 1317750

p-value (to SA-2mr) 0.1487 0.0000 - 0.0000

p-value (to SA) 0.0003 0.0000 0.0000 -

200

Median 1457500 5371020 1502020 1429940

p-value (to SA-2mr) 0.0474 0.0000 - 0.0005

p-value (to SA) 0.1128 0.0000 0.0005 -
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Table A.10: Statistical results of experiments LeadingOnes under one-bit noise with noise

level q = 0.6. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 687812 1294488 813204 725614

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0247 0.0000 0.0000 -

110

Median 816788 1623225 1036041 862897

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0143 0.0000 0.0000 -

120

Median 946504 2067364 1184088 950336

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.6285 0.0000 0.0000 -

130

Median 1135684 2468116 1429832 1099646

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.4621 0.0000 0.0000 -

140

Median 1295590 2896781 1669432 1274821

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.9134 0.0000 0.0000 -

150

Median 1470398 3506488 1914727 1412224

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0096 0.0000 0.0000 -

160

Median 1615440 4017264 2182368 1568704

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.3236 0.0000 0.0000 -

170

Median 1801056 4786368 2452808 1751712

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0872 0.0000 0.0000 -

180

Median 2015660 5392410 2855172 1962671

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.1060 0.0000 0.0000 -

190

Median 2177700 6232800 3099600 2114700

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0073 0.0000 0.0000 -

200

Median 2417860 7283260 3572200 2244020

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

266



A.4. Statistical Results of Experiments

Table A.11: Statistical results of experiments LeadingOnes under one-bit noise with noise

level q = 0.8. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 2805646 2183296 1660522 1413426

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

110

Median 4191214 2804180 2123837 1649573

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

120

Median 6479912 3388446 2557860 2004136

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

130

Median 16028144 4103462 2965830 2437922

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 27848262 4930165 3806661 2781068

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

150

Median 46829067 5873568 4423230 3160453

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

160

Median 136519920 6896608 5219192 3762248

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

170

Median - 8231196 6075480 4024620

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

180

Median - 9516201 6661029 4603809

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

190

Median - 10533600 7660800 5009550

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

200

Median - 12305540 9248500 5651920

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -
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Table A.12: Statistical results of experiments OneMax under one-bit noise with noise level

q = 0.85. The p-values of each algorithm come from Wilcoxon rank-sum tests between the

algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 119860 237876 121704 110640

p-value (to SA-2mr) 0.0179 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 183954 423292 187910 166152

p-value (to SA-2mr) 0.0216 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 254555 650414 259750 229619

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 331253 911755 334490 295646

p-value (to SA-2mr) 0.0068 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 405132 1190910 412923 358386

p-value (to SA-2mr) 0.0039 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 483784 1515248 492912 429016

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 569008 1860936 578336 496716

p-value (to SA-2mr) 0.0063 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 649194 2246021 655139 568342

p-value (to SA-2mr) 0.1384 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 731445 2696070 742326 643188

p-value (to SA-2mr) 0.0003 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 819636 3082224 822090 709206

p-value (to SA-2mr) 0.0778 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 903661 3574868 912362 785576

p-value (to SA-2mr) 0.0024 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.13: Statistical results of experiments OneMax under one-bit noise with noise level

q = 0.9. The p-values of each algorithm come from Wilcoxon rank-sum tests between the

algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 118016 238798 121704 111562

p-value (to SA-2mr) 0.0202 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 183954 419336 187910 168130

p-value (to SA-2mr) 0.0242 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 254555 649375 257672 230658

p-value (to SA-2mr) 0.0004 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 328016 886938 334490 293488

p-value (to SA-2mr) 0.0002 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 402906 1187571 414036 362838

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 483784 1495851 490630 426734

p-value (to SA-2mr) 0.0002 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 564344 1829454 573672 494384

p-value (to SA-2mr) 0.0060 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 646816 2221052 661084 561208

p-value (to SA-2mr) 0.0005 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 730236 2609022 742326 638352

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 812274 3074862 823317 709206

p-value (to SA-2mr) 0.0018 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 901175 3576111 912362 778118

p-value (to SA-2mr) 0.0025 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.14: Statistical results of experiments OneMax under one-bit noise with noise level

q = 0.95. The p-values of each algorithm come from Wilcoxon rank-sum tests between the

algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 118016 236032 121704 111562

p-value (to SA-2mr) 0.0017 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 181976 419336 189888 166152

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 253516 634829 259750 230658

p-value (to SA-2mr) 0.0143 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 328016 894491 336648 291330

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 401793 1173102 409584 358386

p-value (to SA-2mr) 0.0071 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 480361 1494710 491771 424452

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 566676 1824790 567842 494384

p-value (to SA-2mr) 0.1244 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 644438 2192516 649194 565964

p-value (to SA-2mr) 0.0344 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 725400 2602977 735072 635934

p-value (to SA-2mr) 0.0003 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 811047 3049095 823317 701844

p-value (to SA-2mr) 0.0015 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 897446 3484129 904904 778118

p-value (to SA-2mr) 0.0539 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.15: Statistical results of experiments LeadingOnes under bit-wise noise with noise

level p = 1.0/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 1033562 1639316 1168174 935830

p-value (to SA-2mr) 0.0007 0.0000 - 0.0000

p-value (to SA) 0.0002 0.0000 0.0000 -

110

Median 1274114 2043852 1357863 1115085

p-value (to SA-2mr) 0.0311 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

120

Median 1544296 2528162 1661172 1279888

p-value (to SA-2mr) 0.0051 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

130

Median 1817484 3040828 2015206 1513596

p-value (to SA-2mr) 0.0009 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 2105581 3735453 2379534 1663498

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

150

Median 2345014 4250714 2775301 1936793

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

160

Median 2650744 5082032 3143504 2093976

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

170

Median 3097364 5748576 3461276 2348980

p-value (to SA-2mr) 0.0001 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 3458831 6874024 4010540 2622436

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

190

Median 3860850 7747950 4544400 2844450

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

200

Median 4276040 8651720 5010620 3131240

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.16: Statistical results of experiments LeadingOnes under bit-wise noise with noise

level p = 0.8/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 729302 1335056 833488 716394

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.6805 0.0000 0.0000 -

110

Median 834667 1640163 1017221 848782

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.3308 0.0000 0.0000 -

120

Median 1006858 2007968 1226240 996320

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0396 0.0000 0.0000 -

130

Median 1117178 2420390 1343146 1116204

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.2900 0.0000 0.0000 -

140

Median 1281744 2898759 1675366 1272843

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.3418 0.0000 0.0000 -

150

Median 1462374 3467371 1814427 1357059

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

160

Median 1645920 4069080 2116328 1557528

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0004 0.0000 0.0000 -

170

Median 1809280 4708240 2329448 1732180

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0063 0.0000 0.0000 -

180

Median 2021894 5446438 2576720 1899292

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0001 0.0000 0.0000 -

190

Median 2158800 6226500 3066000 2088450

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0085 0.0000 0.0000 -

200

Median 2439060 7042640 3425920 2233420

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.17: Statistical results of experiments LeadingOnes under bit-wise noise with noise

level p = 1.2/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 2842526 2033010 1597826 1229948

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

110

Median 5901952 2497414 1857534 1470783

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

120

Median 8872996 3082844 2258006 1759846

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

130

Median 14521366 3772302 2822652 2042478

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 24964338 4463357 3229085 2343930

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

150

Median 68122757 5477383 3774289 2708100

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

160

Median - 6089904 4410456 2995168

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

170

Median - 7127124 4927204 3354364

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

180

Median - 8542658 5852687 3808974

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

190

Median - 9383850 6473250 4179000

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

200

Median - 10680560 7635180 4413840

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

273



Supplemental Materials

Table A.18: Statistical results of experiments OneMax under bit-wise noise with noise level

p = 5 ln(n)/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 617740 911858 595612 469298

p-value (to SA-2mr) 0.2177 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 848562 1578444 843617 721970

p-value (to SA-2mr) 0.3147 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 1181343 2374115 1151212 1022376

p-value (to SA-2mr) 0.0568 0.0000 - 0.0004

p-value (to SA) 0.0001 0.0000 0.0004 -

220

Median 1419964 3326557 1528943 1354145

p-value (to SA-2mr) 0.1543 0.0000 - 0.0000

p-value (to SA) 0.1068 0.0000 0.0000 -

260

Median 2067954 4413045 2020095 1737393

p-value (to SA-2mr) 0.5445 0.0000 - 0.0000

p-value (to SA) 0.0004 0.0000 0.0000 -

300

Median 2218104 5727820 2405228 2043531

p-value (to SA-2mr) 0.2621 0.0000 - 0.0000

p-value (to SA) 0.0144 0.0000 0.0000 -

340

Median 2616504 7145248 3031600 2415952

p-value (to SA-2mr) 0.0178 0.0000 - 0.0000

p-value (to SA) 0.0676 0.0000 0.0000 -

380

Median 3408863 8636896 3587213 2834576

p-value (to SA-2mr) 0.3718 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 4271397 10396191 4057404 3304197

p-value (to SA-2mr) 0.5716 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 4885914 12067545 4796343 3747258

p-value (to SA-2mr) 0.8441 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 5132347 14379024 5484116 4125517

p-value (to SA-2mr) 0.7619 0.0000 - 0.0000

p-value (to SA) 0.0002 0.0000 0.0000 -
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Table A.19: Statistical results of experiments OneMax under bit-wise noise with noise level

p = 6 ln(n)/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median 1395908 1072286 771714 624194

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

140

Median 1517126 1754486 1050318 908891

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

180

Median 2463469 2673347 1440054 1197967

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

220

Median 2590679 3693417 1825668 1581814

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

260

Median 3500385 4908330 2356221 1954428

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

300

Median 5500761 6353088 2936934 2446304

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

340

Median 5604962 7828524 3580786 2852036

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

380

Median 9554804 9375265 4132964 3361303

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

420

Median 12013833 11556831 4866225 3876054

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

460

Median 16521555 13214790 5755857 4436832

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -

500

Median 0 15415686 6677396 4970757

p-value (to SA-2mr) 0.0000 0.0000 - 0.0000

p-value (to SA) 0.0000 0.0000 0.0000 -
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Table A.20: Statistical results of experiments OneMax under bit-wise noise with noise level

p = 7 ln(n)/n. The p-values of each algorithm come from Wilcoxon rank-sum tests between

the algorithm and 2-tournament EAs with SA-2mr and SA (100 runs).

n Stat. χhigh χlow SA-2mr SA

100

Median - 1368248 1052924 874056

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

140

Median - 1981956 1351963 1103724

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

180

Median - 2964267 1712272 1408884

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

220

Median - 4072146 2124551 1858038

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

260

Median - 5353530 2714607 2274972

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

300

Median - 6882512 3260978 2711016

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

340

Median - 8545614 4049518 3185512

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

380

Median - 10453688 4827340 3842848

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

420

Median - 12409176 5868486 4462419

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

460

Median - 14476146 6646659 5123952

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -

500

Median - 16773042 7477888 5720286

p-value (to SA-2mr) - 0.0000 - 0.0000

p-value (to SA) - 0.0000 0.0000 -
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